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Abstract

In this paper, a reduced-reference image quality assessment metric is proposed, which measures the difference of the regularity of the phase congruency (PC) between the reference image and the distorted image. The proposed model adopts a three-stage approach. The PC of the image is first extracted, then the fractal dimensions are computed on PC as the image features that characterize the image structures from the view of the spatial distribution. Finally the image features are pooled as the quality score using $\ell_1$ distance. The proposed approach is evaluated on seven public benchmark databases. Experimental results have demonstrated the excellent performance of the proposed approach.
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1. Introduction

The quality of digital images is rarely perfect. Images are subject to distortions during acquisition, compression, transmission, processing, and reproduction. To maintain, control, and enhance the quality of images, it is important for image acquisition, management, communication, and processing systems to be able to identify and quantify image quality degradations. The development of effective automatic image quality assessment systems is a necessary goal for this purpose.

Image quality assessment (IQA) methods can be categorized into subjective and objective methods [1]. Subjective IQA directly gives image quality by human subjects. This method, though reliable, is expensive and too slow for real-world applications. So objective IQA has been desired, where the goal is to provide computational models that can automatically predict perceptual image quality.

According to the availability of a reference image, objective IQA metrics can be classified as full reference (FR), no-reference (NR) and reduced-reference (RR) methods. FR-IQA [2, 3, 4, 5, 6] requires full access to an original reference image that is assumed to have perfect quality. However, in many practical applications, an IQA system does not have access to the reference image. Blind/NR-IQA [7, 8, 9] turns out to be a very difficult task, due to the varied image contents and the individual distortion types, although human observers usually can effectively and reliably assess the quality of distorted images without using any reference at all. RR-IQA [10, 11, 12, 13, 14] strikes the balance of FR-IQA and NR-IQA and it predicts the quality degradation of an image with only partial information about the reference image. In this paper, the discussion is confined to RR-IQA methods.

As we know, on the way to RR-IQA metric, the key issue is feature detection and extraction. Therefore, studying and exploiting the special properties of natural images has been one of the most important tasks in RR-IQA. The current research either depends on some statistic models of natural images (e.g., [14, 12, 15, 16]), or relies on the histogram of local patterns in some transform domain (e.g., [17, 10, 18]). All of these methods lose the image spacial information and cannot explicitly represent the image structural information. Although the change of the number of image elements is certainly related to the varying of image quality, it is insufficient to characterize the perception of human visual system (HVS) to visual quality.

Motivated by the evidence presented in [19, 20, 21, 22, 23] that visually discernable features coincide with those points where the Fourier waves at different frequencies have congruent phases, and the power law relationship for PC, which can be characterized well by fractal analysis. In this paper, we propose a new
approach to RR-IQA based on PC and fractal analysis.

The proposed approach, called Similarity of PC Regularity (SPCR), characterizes the regularity of the PC. The PC of the image is first extracted. Then the PC is characterized by fractal dimension as the image features. Finally these image features are pooled as the quality score by computing $\ell_1$ distance between the features of the reference image and that of the distorted one. In our implementation, we have two versions of SPCR that defined on the intensity image and the partial gradient image respectively. Our approach is evaluated on seven famous benchmark IQA databases using five popular evaluation metrics. The competitive results achieved demonstrate that our method performs on par with the state-of-the-art approaches.

Actually, PC has already been used for IQA in the literature and has shown its power in several quality assessment studie[6, 24, 25, 26, 27]. In [6, 24, 25], PC is used for FR-IQA; In [26, 27], PC is employed for NR-IQA. PC will be used in the RR-IQA in this paper.

The rest of this paper is organized as follows: Section 2 is devoted to related work. Section 3 gives a brief review on PC and fractal analysis, A detailed description of our proposed metric is given in Section 4. Experimental results and analysis are presented in Section 5. Finally, Section 6 concludes the paper.

2. Related Work

In recent years, a number of RR-IQA methods have been developed, we give a brief review in this section.

In previous work, RR-IQA focuses on the specific types of image distortions, these methods use image distortion modeling [18, 28] developed for specific application environments. For instance, in [28], a hybrid image quality metric combines five structural features: blocking, blur, edge-based image activity, gradient-based image activity and intensity masking. The metric makes a similarity assessment between the distorted image and the reference image to assess JPEG coded images. However, these metrics suffer from bad performance when images with different distortion types are tested together, because the models are built for each distortion type respectively.

Recent work has concentrated on general-purpose RR-IQA methods. These approaches are most base on natural image statistical model [12, 14, 15, 17] and have achieved impressive results in RR-IQA. The basic idea of these methods is to quantify the image quality by quantifying the disturbance to the image statistics caused by the distortion. Wang et al.[14] modeled natural images using the
marginal probability distributions of the coefficients in wavelet domain, and the Kullback-Leibler distance (KLD) between two marginal distributions is used to measure the image distortion. In order to model the perceptual sensitivity of biological vision, Li et al.[12] proposed the so-called divisive normalization transformation (DNT) for image representation. The image statistic is based on the Gaussian scale mixtures (GSM) model and the KLD is used to pool the features to the final score. In [10], according to the distribution of wavelet coefficients, geometric information is extracted for quality assessment. In [16], the generalized Gaussian density is employed to model the distribution of the discrete cosine transform (DCT) coefficients. Xue et al.[15] employed the Weibull distribution to describe the statistics of image gradient magnitude. In [13], the image quality is measured by the difference between the entropies of wavelet coefficients of reference and distorted images. To adapt the SSIM[29] to RR-IQA, Rehman et al.[2] combined the GSM-based statistics in a multi-scale and multi-orientation DNT domain following the philosophy in the construction of SSIM. A regression-by-discretization method is then applied to normalize the measure across image distortion types. All of these methods are based on counting the difference of the numbers of elements in two images, which lose the details of how the elements are distributed.

Compared with statistical approaches, fractal dimension can encode spatial information in form of the geometrical distribution of the point sets[30]. Moreover, it is well known that phase information provides the most significant information within an image [31], and the PC is coincide with the visually discernable features [19, 20, 21, 22, 23]. More recently, PC has successfully been used for FR-IQA [6, 24, 25, 26, 27] and NR-IQA[6, 24, 25]. However, how to encode phase information for RR-IQA is a challenge problem, to this end, in this paper we attempt to incorporate PC and fractal analysis into the design of RR-IQA.

3. Preliminaries

Before presenting the detailed description of our approach, we first give an introduction of two mathematical tools upon which our approach is built. We first describe the definition of PC. Then we introduce fractal dimension which encodes PC, which offers us the ability to precisely evaluate the visual information of images.
3.1. Phase Congruency

PC is first defined in [21] in term of the Fourier series expansion of a signal at location $x$:

$$PC(x) = \max_{\theta \in [0, 2\pi]} \frac{\sum_n A_n \cos(\Phi_n(x) - \Phi(x))}{\sum_n A_n},$$

(1)

where $A_n$ is the amplitude of $n^{th}$ Fourier component, and $\Phi_n(x)$ is the local phase of Fourier component, and $\Phi(x)$ is the mean average local phase. It should be noted that PC is a real number within $0 \sim 1$. If all the Fourier components are in the same phase at location $x$, $PC(x)$ would be 1. If there is no coherence of phase, $PC(x)$ falls to a minimum of 0. PC provides a measure that is independent of the overall magnitude of the signal making it invariant to variations in image illumination and/or contrast.

PC is further modified and extended to two dimensions via the 2D log-Gabor filters by Kovesi [32]. The Log-Gabor filters are defined in the frequency domain using polar coordinates by the transfer function $H(f, \theta)$ constructed as a following product:

$$H(f, \theta) = H_f \cdot H_\theta,$$

(2)

the radial component $H_f$ controlling the bandwidth that the filter responds to, and the angular component $H_\theta$ controlling the spatial orientation that the filter responds to. The 2D Log-Gabor filters can be represented in a polar form as:

$$H(f, \theta) = \exp\left[-\frac{[\log(f/f_0)]^2}{2\log(\sigma_f/f_0)^2}\right] \cdot \exp\left[-\frac{(\theta - \theta_0)^2}{2\sigma_\theta}\right],$$

(3)

where $f_0$ is the filter’s center frequency, and $\theta_0$ the filter’s direction. To obtain constant shape ratio filters, the term $\sigma_f/f_0$ must also be held constant for varying $f_0$.

By modulating $f_0$ and $\theta_j$ and convolving with the image, we get a set of responses at each point $x$ as $[e_{n,\theta_j}(x), o_{n,\theta_j}(x)]$. The local amplitude on scale $n$ and orientation $\theta_j$ is $A_{n,\theta_j}(x) = \sqrt{e_{n,\theta_j}(x)^2 + o_{n,\theta_j}(x)^2}$, and the local along orientation $\theta_j$ is $E_{\theta_j}(x) = \sqrt{F_{\theta_j}(x)^2 + H_{\theta_j}(x)^2}$, where $F_{\theta_j}(x) = \sum_n e_{n,\theta_j}(x)$ and $H_{\theta_j}(x) = \sum_n o_{n,\theta_j}(x)$. The 2D PC at $x$ is defined as

$$PC(x) = \frac{\sum_j E_{\theta_j}(x)}{\sum_n \sum_j A_{n,\theta_j}(x) + \varepsilon},$$

(4)

where $\varepsilon$ is a positive constant ensuring the numerical stability.
In this work, the major reason to adopt the PC is that visually discernable features of images coincide with PC [19, 20, 21, 22, 23], which provides convenience for further feature extraction.

3.2. Fractal Analysis

Fractal analysis is introduced and developed by Mandelbrot [33] as a means for describing and analyzing the properties of objects with irregular and complex structure in nature. The characteristic property of fractals can be viewed as the objects with statistical self-similarity. The numerical quantification of self-similarity is obtained by the fractal dimension. The fractal dimension $d$ is a measure of a given point set $E$ in a certain measurement space $m(\cdot)$ by measuring its power law behavior with respect to the scale $\delta$:

$$m_\delta(E) \propto \delta^{-d},$$

where $m_\delta(E)$ is some measurement of the given point set $E$ at scale $\delta$. For images, the measurement could be intensity, PC, etc.

There are many techniques to estimate the fractal dimension of image surface. One popular approach is the so-called differential box counting (DBC) method, which has the advantage of efficiency, accuracy and generality [34]. The DBC method considers an image $I(x, y)$ of size $M \times M$ as a 3D point set $\{(x, y, z)|z = I(x, y)\}$, where $(x, y)$ denotes the 2D position and $z$ denotes the gray level of the image. Suppose the image is scaled down to a size $s \times s$, where $s$ is an integer and $1 < s \leq M/2$. Let $r = s/M$. The $(x, y)$ space is partitioned into grids of size $s \times s$. A column of boxes of size $s \times s \times h$ are placed on each grid respectively, where $h$ denotes the height of a single box. We generally set the values of $h$ and $s$ to satisfy $G/h = M/s$, where $G$ is the total number of gray levels. Suppose the minimum gray value and the maximum gray value in the $(i, j)$th grid fall in the $k$th box and the $l$th box respectively, we compute the contribution $n_r(i, j)$ in the $(i, j)$th grid as follows,

$$n_r(i, j) = l - k + 1. \quad (5)$$

Summing contributions from all grids, we have

$$N_r = \sum_{i,j} n_r(i, j), \quad (6)$$

where $N_r$ is counted for different values of $r$. Then the DBC fractal dimension is defined as

$$d_{DBC} = \lim_{r \to 0} \frac{\log(N_r)}{-\log r}. \quad (7)$$
In practice, $d_{DBC}$ can be estimated from the least squares linear fitting in the $\log(N_r)-\log(1/r)$ coordinates system.

It is noted that there are many other techniques to estimate the fractal dimension of image surface, such as “interpolation method”[35] and MLE[36], et al.. We found that the final results using different methods are almost similar for image quality assessment. The reason that we select DBC is that it is simple, quick and achieves satisfactory result.

In this work, fractal analysis is adopted to encode the PC. The advantages of employed fractal analysis are as follows:

First, fractal dimension has a strong correlation with HVS [37]. Second, compared with statistical approaches, fractal dimension can encode spatial information in form of the geometrical distribution of the point sets[30].

As we known, intensity images of most natural surfaces are isotropic fractals [37]. To demonstrate that PC of the image can also be characterized by the fractal model, we plot the behaviors of PC by log-log fitting in Figure 1. It can be seen that the PC do behave according to some power law.

Figure 1: Log-log plot of box number versus box scale for PC. The upper row shows the PC of the reference image in Figure 3(with horizontal, vertical derivative domain and intensity domain). The bottom row shows the corresponding log-log fittings.
4. Similarity of PC Regularity

In this section, we present the proposed SPCR approach. The outline of our approach is illustrated in Figure 2. There are two stages in our approach. In the first stage, the image features based on fractal analysis are computed. In the second stage, the features are pooled into a single index measure using $\ell_1$ distance. In the rest of this section, we will give the details of each stage.

4.1. Feature Extraction Based on Fractal Analysis

Given an image $I$, we first compute some measurement $m(\cdot)$ on $I$ to extract the low-level vision features $m(I)$. The measurement can be the intensity mea-
Table 1: Partial Derivatives of f(x) Using Operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>$\nabla_x$</th>
<th>$\nabla_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schar</td>
<td>$\frac{1}{16}$</td>
<td>$\frac{1}{16}$</td>
</tr>
<tr>
<td></td>
<td>$\begin{bmatrix} 3 &amp; 0 &amp; -3 \ 10 &amp; 0 &amp; -10 \ 3 &amp; 0 &amp; -3 \end{bmatrix}$</td>
<td>$\begin{bmatrix} 3 &amp; 0 &amp; 3 \ 0 &amp; 0 &amp; 0 \ -3 &amp; -10 &amp; -3 \end{bmatrix}$</td>
</tr>
<tr>
<td>Sobel</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{4}$</td>
</tr>
<tr>
<td></td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; -1 \ 2 &amp; 0 &amp; -2 \ 1 &amp; 0 &amp; -1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} 1 &amp; 2 &amp; 1 \ 0 &amp; 0 &amp; 0 \ -1 &amp; -2 &amp; -1 \end{bmatrix}$</td>
</tr>
<tr>
<td>Prewitt</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td></td>
<td>$\begin{bmatrix} 1 &amp; 0 &amp; -1 \ 1 &amp; 0 &amp; -1 \ 1 &amp; 0 &amp; -1 \end{bmatrix}$</td>
<td>$\begin{bmatrix} 1 &amp; 1 &amp; 1 \ 0 &amp; 0 &amp; 0 \ -1 &amp; -1 &amp; -1 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

measurement $m_{\text{int}}$, the gradient measurement $m_{\text{grad}}$ that are defined as follows,

$$m_{\text{int}}(I) = I,$$

$$m_{\text{grad}}(I) = \nabla I,$$

where $\nabla$ is the partial derivative operator (here we adopt the Scharr gradient operator listed in Table 1. By using other operators such as the Sobel and Prewitt operators, the proposed method will have similar results). By using these two measurements, our approach can capture different structures of natural images from different aspects. In practice, using image gradient to design IQA models [38, 6, 39, 40] is popular since it can effectively capture image local structures, to which the HVS is highly sensitive. The most commonly encountered image distortions, such as noise corruption, blur and compression artifacts, will lead to highly visible structural changes in the gradient domain.

Next, in order to capture the visually discernable features, PC is run on $m(I)$, resulting in PC on image intensity domain and partial derivative domain. Finally, we extract features from the PC via fractal analysis. In our implementation, we compute the DBC fractal dimension on each PC using (7) denoted by SPCR(including $SPCR_{\text{int}}$ and $SPCR_{\text{schar}}$) as follows,

$$SPCR_{\text{int}}(I) = \{d_{DBC}(PC_{\text{int}}(m(I)))\},$$

$$SPCR_{\text{schar}}(I) = \{d_{DBC}(PC_{\nabla_x}(m(I))), d_{DBC}(PC_{\nabla_y}(m(I)))\}.$$
Figure 3: Reference image and five distorted images with different types of distortion in the LIVE dataset (JPEG2000, JPEG, WHITE NOISE, GBLUR, FAST FADING respectively).

Figure 4: The SPCR features of the images shown in Figure 3. The variable $\alpha$ denotes the index of the horizontal, vertical derivative domain and intensity domain, $f(\alpha)$ denotes the fractal dimension respectively.
As we known, features used by RR-IQA should be sensitive to various image distortions. Figure 3 shows a reference image and five distorted images with different types of distortion in the LIVE database [41], and their corresponding SPCR features are demonstrated in Figure 4. One can see that the different types of distortions result in the different SPCR. Thus, SPCR can reflect the global changes of the image structures caused by different types of distortion, but its ability is limited to reflect the local distortion. Hence, we modify our SPCR method to adapt the local distortion case as follows. A given image is first divided into non-overlapped sub-images, and then the original SPCR features are computed on each sub-image and concatenated as output. In other words, the modified SPCR features are defined as

\[
SPCR_{int}(I) = \bigoplus_i d_{DBC}(P_i(PC_{intensity}(m(I)))), \tag{12}
\]

\[
SPCR_{scharr}(I) = \bigoplus_i d_{DBC}(P_i(PC_{scharr}(m(I)))), \tag{13}
\]

where \(P_i\) denotes the operator that extracts the \(i\)th subimage and \(\bigoplus\) denotes the concatenation of all the values into a vector. In the rest of this paper, we refer SPCR feature as the modified version.

### 4.2. Similarity Index of PC Regularity

Once the SPCR features of the perfect image \(I_p\) and the distorted image \(I_d\) have been obtained, we compute our SPCR measure (SPCRM) by calculating the \(\ell_1\) distance of the two feature vectors as follows,

\[
SPCRM_{int}(I_p, I_d) = ||SPCR_{int}(I_p) - SPCR_{int}(I_d)||_1, \tag{14}
\]

\[
SPCRM_{scharr}(I_p, I_d) = ||SPCR_{scharr}(I_p) - SPCR_{scharr}(I_d)||_1. \tag{15}
\]

Due to the nature of the SPCR feature, the SPCRM value measures the difference between the distorted image and the perfect image in the meaning of the regularity of the local spatial distribution of the image structures.

To verify the effectiveness of the SPCRM, we compute the SPCRM of the reference image in Figure 3 with different distortions, which are blurring(with smoothing window), additive Gaussian noise(with zero-mean and the changing variance), JPEG compression(with the changing compression rate), salt-pepper noise(with the changing density), and speckle noise(with the changing density). Figure 5(1–5) shows the reference images with different types of distortions and the metric prediction trends to the corresponding image, respectively. In the light
Table 2: Details of Seven Benchmark Databases

<table>
<thead>
<tr>
<th>Database</th>
<th>Reference Img</th>
<th>Distorted Img</th>
<th>Distortion Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>TID2008</td>
<td>25</td>
<td>1700</td>
<td>17</td>
</tr>
<tr>
<td>CSIQ</td>
<td>30</td>
<td>866</td>
<td>6</td>
</tr>
<tr>
<td>LIVE</td>
<td>29</td>
<td>779</td>
<td>5</td>
</tr>
<tr>
<td>IVC</td>
<td>10</td>
<td>185</td>
<td>4</td>
</tr>
<tr>
<td>MICT</td>
<td>14</td>
<td>168</td>
<td>2</td>
</tr>
<tr>
<td>WIQ</td>
<td>7</td>
<td>80</td>
<td>1</td>
</tr>
<tr>
<td>A57</td>
<td>3</td>
<td>54</td>
<td>6</td>
</tr>
</tbody>
</table>

of the fact that an IQA metric can be viewed as a excellent metric as long as the metric monotonously changes with distortion increasing. What’s more, from Figure 5, it is found that the proposed framework prediction trends to rise when the degree of the distortion is increasing. It is consistent well with the tendency of the decreasing image quality in fact. So the results demonstrate the rationality of the proposed framework. We do the same experiment using the 29 original images in the LIVE database. The average of all SPCRM is shown in Figure 5(6–10), which gives a similar conclusion.

5. Experiment

5.1. Benchmark Datasets and Test Methodology

There are seven public benchmark databases widely used in the IQA community, including the TID2008 database [42], the CSIQ database [43], the LIVE database [41], the IVC database [44], the MICT database [45], the WIQ database [46] and the Cornel_A57 database [47]. All of them are used for the evaluation of our method. The important information of these seven databases, in terms of the number of reference images, the number of distorted images, and the number of quality distortion types is summarized in Table 2.

For quantifying the performance of our approach, we employ five popular criteria, including the Pearson linear correlation coefficient (PLCC), the Spearman rank-order correlation coefficient (SROCC), the Kendall rank-order correlation coefficient (KROCC), the root mean square error (RMSE) and the mean absolute error (MAE). The PLCC, RMSE and MAE metrics are used to measure the prediction accuracy, while the SROCC and KROCC metrics are used to measure the monotonicity. These performance criteria except KROCC are recommended by
Figure 5: Rationality and Sensitivity of SPCRM, (1)–(5) SPCRM of reference image in Figure 3 with blurred, Gaussian noise contaminated, JPEG compressed, salt-pepper noise contaminated and speckle noise contaminated; (6)–(10) Average SPCRM of reference images in LIVE with blurred, Gaussian noise contaminated, JPEG compressed, salt-pepper noise contaminated and speckle noise contaminated.
video quality experts group [48]. A desirable objective RR-IQA measure is expected to have high values of the SROCC, KROCC and PLCC metrics, and meanwhile have low values of the RMSE and MAE metrics. Before computing all the metrics, a regression analysis is required to provide a nonlinear mapping between the objective scores and the subjective mean opinion scores (MOS). In our setting, we used the following mapping function [49], which is a logistic function with an added linear term, constrained to be monotonic,

$$f(x) = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + \exp(\beta_2(x - \beta_3))} \right) + \beta_4 x + \beta_5,$$

where $\beta_i, i = 1, 2, \ldots, 5$ are the parameters to be fitted by logistic regression, which are determined by minimizing the sum of squared differences between the mapped objective scores and the subjective ratings.

For evaluating the performance of our approach, we compare our approach with four representative and competitive RR-IQA metrics, including the WNISM [3], the HWD2 [10], the RR-SSIM [2] and the RRED [13]. Furthermore, we also compare our RR-IQA method with five FR-IQA approaches, including the FSIM [6], the IW-SSIM [50], the VIF [4], the SSIM [29] and the PSNR. Not all of these approaches have been evaluated all the datasets we use. We only refer the results that are available. To further understand the behavior of our RR-IQA approach, we also compare the performance of our SPCR method on three largest databases (TID2008, CSIQ and LIVE) with respect to each image distortion type.

5.2. Implementation of SPCR

It should be noted that the SPCR will be most effective if used on the appropriate scale, while it depends on both the image resolution and the viewing distance and hence is difficult to be obtained. In our implementation, we follow the empirical scale proposed by [51] and normalized all the images to $256 \times 256$. In Table 3, We compare the SROCC scores with non-normalization and normalization (normalized to $256 \times 256$ and normalized to $128 \times 128$) on the CSIQ database whose raw image size is $512 \times 512$, one can clearly see that empirical scale does effect the performance of proposed approach. After normalization, SPCR uses less data of the reference image and achieves higher prediction accuracy.

The block size is one parameter in the proposed SPCR approach, which is used to compute block-wise DBC fractal dimension and also determines the feature length. In the literature, two strategies are often used in the parameterization process. One is to choose the parameters depending on how well the resulting model fits the physiological or psychophysical data, e.g.[10]. The other strategy
Table 3: SROCC Values vs the Size of Image on CSIQ Database

<table>
<thead>
<tr>
<th>Database</th>
<th>512 x 512</th>
<th>256 x 256</th>
<th>128 x 128</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSIQ</td>
<td>0.8110</td>
<td>0.9410</td>
<td>0.8909</td>
</tr>
</tbody>
</table>

Figure 6: The performance of SPCRM in terms of SROCC vs. size of block on the three databases (TID2008, CSIQ and LIVE).

Table 4: SROCC Values Using Three Gradient Operators

<table>
<thead>
<tr>
<th>Database</th>
<th>Schar</th>
<th>Sobel</th>
<th>Prewitt</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIVE</td>
<td>0.9444</td>
<td>0.9439</td>
<td>0.9441</td>
</tr>
</tbody>
</table>

is to train the parameters to optimize performance in terms of predicting subjective ratings, e.g.[6]. We adopt the second strategy. More precisely, we tuned the parameter based on TID2008, CSIQ and LIVE databases. Figure 6 shows the performance of our method with respect to different sizes of block. As we can see, the performance of SPCRM\_SCHARR increases as size of blocks decreases, while SPCRM\_INT is relatively stable.

In our proposed metrics SPCRM, the gradient needs to be calculated. To this end, three commonly used gradient operators listed in Table 1 are examined. The selection criterion is that the gradient operator leading to a higher SROCC would be selected. The SROCC values obtained by the three gradient operators on the LIVE database are listed in Table 4, from which we can see that the Scharr operator could achieve slightly better performance than the other two. Thus, in all of the following experiments, the Scharr operator is used to calculate the gradient in SPCRM.
5.3. Performance Comparison

The experimental results of the proposed SPCRCM and the compared approaches on seven benchmark databases are listed in Table 5. The FR-IQA indices which perform the best on each database are marked in boldface and RR-IQA indices are marked underlined. To provide an overall indication of the comparative performance of the different schemes, Table 5 also gives the average PLCC, SROCC, and KROCC results over seven databases, where the average values are computed in two cases [2]. In the first case, the correlation scores are directly averaged, whereas in the second case, different weights are assigned to the databases depending on the number of the distorted images in each database (refer to Table 2).

From Table 5 it can be seen that the proposed SPCRCM_SCHARR approach
outperforms other RR-IQA methods on all databases except some evaluation criteria on LIVE database. In order to further demonstrate the effectiveness of the proposed metric, SPCRM_SCHARR is also compared with the overall indication of the FR-IQA schemes, one can see that the SPCRM_SCHARR performs the best or close to the best on average no matter what kind of averaging is used and what the evaluation criterion is. This further confirms that the proposed RR-IQA metric outperforms the state-of-the-art RR-IQA metrics.

For visualization, we show the scatter plots of predicted quality scores against subjective DMOS scores for two representative RR-IQA models (RRED and WNISM) on the CSIQ database, which has six types of distortions (AWN, JPEG, JPEG2000, PGN, GB and CTD) in Figure 7. One can observe that for SPCRM_INT, the distribution of predicted scores on the CTD distortion deviates much from the distributions on other types of distortions, degrading its overall performance. Table 5 and Table 6 show that WNISM performs well on the single distortion type but not very well on the whole databases. This is mainly because WNISM does not predict the image’s quality consistently across different distortion types on entire database, as can also be observed from the scatter plots with CSIQ database in Figure 7.

Figure 7: Scatter plots of predicted quality scores against the subjective quality scores (DMOS) by representative RR-IQA models on the CSIQ database. The six types of distortions are represented by different shaped colors.
**5.4. Performance Comparison on Individual Distortion Types**

Good overall performance does not necessarily mean good performance for individual distortion types. To examine how the proposed SPCRM method behaves on different distortion types, we show the performance of the SPCR features on each type of the TID2008, CSIQ, and LIVE databases in Table 6. For easier comparison, only the SROCC values are listed. SROCC is chosen because it is suitable for measuring a small number of data points and its value will not be affected by an unsuccessful monotonic nonlinear mapping. There are a total of 28 groups of distorted images in the three databases. We use boldface font to highlight the best model in each group. One can see that RRED is marked 19 times, followed by SPCRM-SCHARR, which is only 8 times. However, SPCRM-SCHARR is better than RRED in terms of overall performance on the three databases.

Generally speaking, performing well on specific types of distortions does not guarantee that an IQA model will perform well on the whole database with a broad spectrum of distortion types. A good IQA model should also predict the image quality consistently across different types of distortions. Referring to the scatter plots in Figure 7, it can be seen that the scatter plot of SPCRM-SCHARR is more concentrated across different groups of distortion types. For example, its points...
Table 7: Time Cost of Each Metric

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
<td>RR</td>
</tr>
<tr>
<td>Time (seconds)</td>
<td>3.05</td>
<td>1.53</td>
<td>2.86</td>
<td>N/A</td>
<td>N/A</td>
<td>6.49</td>
<td>1.89</td>
<td>2.24</td>
<td>5.16</td>
<td>0.13</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

corresponding to JPEG, PGN and CTD distortions are very close to each other. However, the points corresponding to JPEG, PGN and CTD for RRED are relatively far from each other. This explains why some RR-IQA models perform well for many individual types of distortions but they do not perform well on the entire databases; that is, these IQA models behave rather differently on different types of distortions, which can be attributed to the different ranges of quality scores for those distortion types.

Furthermore, it should be noted that the SPCRM has some difficulty to predict the quality of the images with distortions caused by mean value shift or contrast change. The reason is that PC is dimensionless measure and is independent of the image illumination or contrast as discussed in 3.1.

5.5. Evaluation of Running Speed

We also evaluate the running speed of each selected IQA index. The test is performed on a Dell Inspiron INSP1440 PC embedded with an Intel T6600 processor and 2GB RAM. The software platform is Matlab R2011b. The size of the test image is $768 \times 512$. All the MATLAB source codes were obtained from the original authors. Table 7 shows the running time of the 11 IQA models. Clearly, SPCRM_INT is much faster than WNISM, RRED, SPCRM_SCHARR and RR-SSIM (according to [2], WNISM is about 2 times faster than RR-SSIM). SPCRM_SCHARR approach is about the same time as the RRED approach and about half time as the WNISM approach. More precisely, the huge complexity of WNISM, RRED and RR-SSIM mainly comes from the highly overcomplete steerable pyramid decomposition. Computation of PC is the main reason for the complexity of SPCRM. According to the Table 7, the computational complexity of our approach is acceptable.

6. Conclusion

Since the quality of an image not only depends on the content of the image but also the perception ability of human. Based on the fact that visually discernible features coincide with those points where the Fourier waves at different frequencies have congruent phases. In this paper, we have proposed a new RR-IQA scheme based on PC.
For characterizing the distortion of image content, many traditional reduced reference image quality assessment approaches are proposed based on counting and comparing the numbers of local elements of the reference image and the distorted image. Such approaches may lose the details of the spatial distribution of the image elements. To overcome this problem, the regularity of spatial arrangement is accounted in this paper. Fractal analysis is employed to characterize the difference of the PC distributions in intensity and partial derivative domain between the reference image and the distorted image.

To demonstrate the power of the proposed approach, seven public benchmark databases and five performance metrics are involved for evaluation. Our approach performs on a par with other state-of-the-art approaches. In the future, we will study the application of our approach to video quality assessment.
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