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Abstract

Supervised sparse coding has become a widely-used module in existing recognition systems, which unifies classifier

training and dictionary learning to enforce discrimination in sparse codes. Many existing methods suffer from the

insufficient discrimination when dealing with high-complexity data due to the use of simple supervised techniques.

In this paper, we integrate multiple classifier training into dictionary learning to overcome such a weakness. A min-

imization model is developed, in which an ensemble of classifiers for prediction and a dictionary for representation

are jointly learned. The ensemble of classifiers is constructed from a set of linear classifiers, each of which is asso-

ciated with a group of atoms and applied to the corresponding sparse codes. Such a construction scheme allows the

dictionary and all the classifiers to be simultaneously updated during training. In addition, we provide an interesting

insight into label consistency from the view of multiple classifier learning by showing its relation with the proposed

method. Compared with the existing supervised sparse coding approaches, our method is able to learn a compact

dictionary with better discrimination and a set of classifiers with improved robustness. The experiments in several

image recognition tasks show the improvement of the proposed method over several state-of-the-art approaches.
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1. Introduction

In recent years, sparse models have been widely used in a variety of applications in computer vision and pattern

recognition, e.g., image analysis [1, 2], image processing [3–6] and image recognition [7–15]. The philosophy of

sparse modeling comes from the parsimony principle which refers to representing objects using as few variables as
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possible [16], and the success of sparse modeling is attributed to the fact that high-dimensional data of particular types

often lie on some low-dimensional manifolds. Given a set of input data, sparse modeling aims at expressing each input

data by a linear combination of a few elements taken from a set of representative patterns. The representative patterns

are called atoms, and the total set of patterns is called dictionary. The coefficients of the linear combination are often

referred to as sparse codes.

The dictionaries for sparse modeling are usually learned from data to maximize the efficiency of sparse approxima-

tion in terms of sparsity degree, which have shown improvement over the analytic dictionaries like wavelets in signal

processing; see e.g. [3, 17, 18]. However, it is not optimal to use these dictionaries for classification problems where

not only the sparsity but also the discriminability of sparse codes are pursued.1 To enforce discrimination in sparse

codes, the supervised dictionary learning methods [19–32] have been proposed to learn dictionaries in a supervised

manner. The main idea of these methods is to couple the process of classifier training and the process of dictionary

learning, which have exhibited impressive performance in a variety of recognition tasks. But there is still plenty of

room for improvement. One possibility comes from the fact that many existing approaches (e.g. [19, 20, 25, 32])

only employ a single simple classifier in the learning process, whose discriminative power is insufficient to handle

high-complexity data. This inspired us to integrate multiple classifier learning into supervised dictionary learning.

In this paper, we propose an effective supervised dictionary learning model which integrates multiple classifier

training. Together with sparsity constraints, the objective function of the proposed model involves a simple `2 recon-

structive term and a novel ensemble-based discriminative term. The discrimination term is defined by the prediction

error summarized from a set of multi-class linear classifiers, each of which is associated with a group of atoms and

applied to the sparse codes corresponding to the atom group. The proposed discrimination term has an interesting

relation with the label consistency term used in the LC-KSVD method [32]. We then present an efficient numer-

ical algorithm for solving the proposed model, in which the dictionary and classifiers are simultaneously updated.

Used as the sparse coding module as well as the classification module, the proposed method is evaluated in several

image recognition tasks, including the classification on faces, objects, scenes, actions, and dynamic textures. The

experimental results have demonstrated the power of our method in discriminative sparse coding for classification.

1The dictionaries inducing discriminative sparse codes are often referred to as discriminative dictionaries.
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1.1. Related work

As the goal of this paper is to develop of a dictionary learning method for sparse coding, we first give a detailed

literature review on sparse dictionary learning. Then, we give a brief review on some multiple classifier learning

methods which are related to our work.

1.1.1. Sparse dictionary learning

In the past, a large number of sparse models have been proposed and studied for visual recognition, whose appli-

cations cover building codebooks for local image descriptors [9, 33], learning image patch representations [19, 26],

feature selection [34], and classification [7, 27]; see [16] for a comprehensive review. This paper focuses on sparse

coding and dictionary learning for classification.

The power of sparse coding for classification stems from its capability for modeling particular types of signals.

There are two main successful strategies for exploiting such a capability for classification. The first one learns a

class-specific dictionary for each category of signals and classifies signals by comparing the reconstruction errors or

sparsity obtained under the learned dictionary. Such a classification scheme is similar in spirit to the nearest neighbor

classification and the nearest subspace classification. One seminal work is the SRC method [8] that constructs the

dictionaries using training samples, which has shown success in face recognition.

However, the SRC method requires a large dictionary for guaranteed performance, which is infeasible in prac-

tice due to the heavy computational burden. Such a drawback can be overcome by learning small-size dictionaries

instead of simply taking signals as atoms; see e.g. [19, 29, 35]. But learning class-specific dictionaries separately

might cause ambiguities among the learned dictionaries, i.e., signals of some class may also be well represented

by the dictionaries of other classes. Several approaches have been proposed to reduce such ambiguities. Mairal et

al. [19] incorporated a discriminant defined on class-specific reconstruction errors into dictionary learning to enforce

the discrimination of class-specific dictionaries. Ramirez et al. [26] encouraged the independence of class-specific dic-

tionaries by prompting the mutual incoherence among the learned dictionaries, and discarded the shared atoms which

have high coherences during classification. Yang et al. [27] proposed to jointly learn class-specific dictionaries by

simultaneously regarding the global and intra-class reconstruction errors and the inter-class projection energy. In [36–

38], an additional global dictionary is jointly learned with class-specific dictionaries, which improves the compactness
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and discrimination of class-specific dictionaries. It is worth mentioning that a generalization of learning class-specific

dictionaries is the so-called structured dictionary learning, which groups atoms to define structured sparsity on sparse

codes. This actually allows interactions between dictionary atoms; see [39] for an example of inducing tree sparsity

during dictionary learning and [14] for the concurrent image classification and annotation by grouping dictionary

atoms with both class labels and image tags.

The other strategy for using sparse coding for classification is viewing dictionary atoms as discriminative features

and using the corresponding sparse codes as the higher-level representations of signals for classification. The proof of

this concept was first demonstrated in [7] with an analytic dictionary and a cost function built upon Fisher discriminant.

Bach et al. [34] used bootstrap to improve the stability of sparse codes which is crucial to classification. For further

improvement on discrimination and performance, joint cost functions that involve both a discriminative term and a

classical dictionary learning formulation have been proposed. Marial et al. incorporated the softmax discriminative

cost into class-specific dictionary learning [19] as well as single reconstructive dictionary learning [21]. To integrate

max-margin classification into dictionary learning, the hinge loss and logistic loss are exploited in [21, 23, 24, 40]

for defining the discriminative cost. Pham et al. [20] combined the linear prediction cost with the K-SVD dictionary

learning formulation for semi-supervised classification, and based on a similar model, Zhang et al. [25] developed a

much more efficient algorithm. Besides the linear prediction cost, Jiang et al. [28, 32] additionally considered the label

consistency of subdictionaries in defining the discriminative cost, which explicitly enforces sparsity with structures

under some adaptive transform and leads to impressive results in a variety of recognition tasks. As will be seen in

Section 3.2, this method is very closely related to our work, and its details are presented in Section 2.2.

As the discriminative terms are constructed in the setting of supervised learning, the methods based on the second

strategy are often referred to as supervised dictionary learning in the literature.2 It is noted that optimizing a joint

cost function in supervised dictionary learning requires alternating between three submodules (i.e. sparse coding, dic-

tionary learning, and classification parameters training), which often involves a series of computationally demanding

solvers and suffers from the big potential of getting stuck at local minima of the subproblems. Thus, it is preferable to

develop supervised learning methods which can simultaneously update the dictionary and classification parameters.

2In its most general definition, supervised dictionary learning also includes the dictionary learning methods using the first strategy as these
methods assume class labels known.
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The benefits of using simultaneous update have been demonstrated in [25, 28, 32], where the dictionary and linear

classifier are simultaneously updated using the K-SVD algorithm [3] followed by a renormalization stage. Finally, we

would like to mention that supervised dictionary learning is related to neural network, as the joint process of dictionary

learning and classifier construction is similar to the back propagation in network training; see [16] for details.

1.1.2. Multiple classifier learning

In the supervised setting, multiple classifier learning refers to a machine learning paradigm where a set of base

classifiers are trained and combined as a strong classifier to gain extra performance [41]. It is shown in the literature

that the results from the ensemble of multiple classifiers are less dependent on peculiarities of training set and may

learn a more expressive concept class than a single classifier; see e.g. [41–43].

Exiting multiple classifier learning methods differ in the strategy of forming the ensemble, which can be roughly

divided into two categories when fixing the type of each base classifier to the same, i.e., random subsampling on data

like bagging [41, 44] and boosting [1, 2, 22, 45], and random subspace projection on features [42, 43, 46]. We focus

on the latter strategy which is adopted in this paper. In the past, the random subspace ensemble strategy has been

applied to various types of base classifiers, e.g. linear classifier [43], decision tree [42], logistic regressor [47], etc.

In our method, the linear predictor is used as the base classifier, as it is simple yet effective in practice. Note that

our method built upon an explicit optimization model is much different from the method in [43] which is based on a

looping two-stage scheme.

1.2. Motivation and contribution

Most of the aforementioned supervised dictionary learning methods (e.g. [19, 20, 25, 32]) only employ a single

simple classifier in the learning process, which is insufficiently discriminative, lack of expressibility, and strongly de-

pendent on the peculiarities of training data. The resulting dictionaries and sparse codes are not discriminative enough

for high-complexity data. Thus, we were inspired to develop a new supervised method to overcome this problem.

Motivated by the success of multiple classifier learning [41, 42, 46], we proposed to learn an ensemble of classifiers

(i.e. multiple base classifiers) instead of a single one during dictionary learning. Considering the development of

an efficient numerical solver, we construct multiple classifiers via random feature subset selection on sparse codes.

5



Another motivation is that subdictionaries of a discriminative dictionary should be also discriminative.3 Thus, we

group dictionary atoms and strengthen the discriminability of sparse codes associated with each atom group, which

encourages the sparse codes to be not only globally discriminative but also partially distinct.

The contribution of this paper is multi-fold. Firstly, by adapting subspace ensemble learning to supervised sparse

coding, we propose an effective supervised dictionary learning model that unifies the processes of compact dictionary

learning and multiple classifier training. From the perspective of joint dictionary and classifier construction, benefiting

from using a set of classifiers instead of a single one, our method has several advantages over many existing methods:

the resulting sparse codes has stronger discrimination for recognition and weaker dependence on the peculiarities of

training data; and with the use of multiple classifiers our method is able to learn more expressive concepts for improv-

ing classification performance. From the perspective of associating class labels with dictionary atoms, our method

generalizes the case of learning a classifier for each subdictionary (e.g. [30]), yielding a more compact dictionary. Sec-

ondly, an efficient numerical scheme is developed to solve the proposed model, in which the dictionary and classifiers

are simultaneously updated instead of being sequentially learned. Such a scheme is nontrivial because our model is

different from the K-SVD related models such as D-KSVD [25] and LC-KSVD [32] and cannot be directly solved by

the K-SVD algorithm due to the existence of subspace projection matrices. In comparison with the methods (e.g. [20])

that alternate the dictionary learning process and the classifier training process, the simultaneous update of dictionary

and classifiers in our algorithm can reduce the probability of getting stuck at local minima. Thirdly, it is shown that

the discriminative term in the proposed model is closely related to the label consistency criterion used in [32]. This

observation is nontrivial as it provides an interesting view for interpreting the LC-KSVD training model [28] and

build up a bridge between label consistency and multiple classifier learning. Finally, it has been demonstrated in

the experiments that, when deployed as the sparse coding and classification modules, our method outperforms recent

related approaches in a variety of image recognition tasks.

It is worth mentioning that the combination of dictionary learning and multiple classifier learning can be directly

done by some two-stage scheme or a simple looping of two processes. However, such ad-hoc methods cannot jointly

learn dictionaries and classifiers or may not have explicit learning objectives, which is the weakness compared to our

3The subdictionary mentioned here is different from the previously discussed class-specific subdictionary in Section 1.1. It refers to the subset
of dictionary atoms, which is not intended for a specific category.
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method. It is also worth mentioning that existing ensemble methods can be directly applied to the whole discriminative

dictionary learning process by viewing it as a classification process [1, 2]. But the computational cost of this scheme

is very expensive and not acceptable in practice due to the need of dictionary learning in each component of ensemble.

The rest of this paper is organized as follows. Section 2 is devoted to the preliminaries on sparse coding and

supervised dictionary learning. Our method is presented in Section 3. Experimental evaluation and result analysis are

given in Section 4. Section 5 concludes the paper and discusses future work.

2. Dictionary learning for sparse coding: reconstructive, discriminative and supervised approaches

To begin with, we first give an introduction to the notations used in this paper. Bold upper letters are used for

matrices, bold lower letters for column vectors, light lower letters for scalars, and calligraphic English alphabets for

sets. More specifically, y j denotes the jth column of the matrix Y, yi denotes the ith element of the vector y, Yi, j

denotes the entry of Y at ith row and jth column. A group G is a subset of indices in Z+, and Y[G] denotes the sub-

matrix of Y which is composed of the rows of Y whose indices fall into the group G. For x ∈ RN , its `q norm ‖x‖q

(q ∈ [1,∞)) is defined as ‖x‖q = (
∑N

j=1 |x j|
q)1/q, and its `0 norm ‖x‖0 is defined as ‖x‖0 = #{ j|x j , 0}. For X ∈ RN×M ,

its Frobenius norm is defined as ‖X‖F = (
∑N

i=1
∑M

j=1 |Xi, j|
2)1/2. Besides, IM denotes the M × M identity matrix, 1M

denotes [1, . . . , 1︸  ︷︷  ︸
M

]> and 0M denotes [0, . . . , 0︸  ︷︷  ︸
M

]>.

2.1. Sparse coding and reconstructive dictionary learning

Let y ∈ RN denote an N-dimensional signal and D = {dk}
M
m=1 ⊂ RN denote a dictionary composed of M atoms

(M > N for redundant dictionary). The goal of sparse coding is to find a linear expansion Dc =
∑M

m=1 cmdm that

approximates y as closely as possible by using at most T elements, which can be formulated as the following opti-

mization problem:

argmin
c∈RM

‖y − Dc‖22, s.t. ‖c‖0 ≤ T, (1)

This minimization problem can be efficiently solved by the OMP algorithm [48].
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The performance of sparse approximation can be further improved by replacing the fixed dictionary with an

adaptive one. Dictionary learning for sparse coding aims at finding such an optimal dictionary and can be generally

formulated as the following optimization problem:

argmin
D,C

1
2
‖Y − DC‖2F , s.t. ∀i, ‖ci‖0 ≤ T, (2)

where Y = [y1, . . . , yP] ∈ RN×P denotes a training set of P signals and C = [c1, . . . , cP] ∈ RM×P are the corresponding

sparse codes. In case of an infinite number of solutions due to unbounded optimization, normalization constraint on

the norm of each atom (i.e., ‖dm‖2 = 1,m = 1, 2, . . . ,M) is often imposed. As the dictionary D in the objective

function of (2) is only involved in the reconstruction error term ‖Y − DC‖2F , the minimization model in (2) is often

referred to as reconstructive dictionary learning. This learning problem can be efficiently solved by many numerical

algorithms, e.g. K-SVD [3].

2.2. Discriminative sparse coding and supervised dictionary learning

Sparse codes generated by adaptive dictionaries can be directly used as features to train classifiers for recognition.

Such a two-stage scheme (i.e. dictionary learning followed by classifier training) has been extensively used in many

existing methods (e.g. [7, 9, 33, 49]), but often the generated sparse codes are insufficiently discriminative for complex

recognition tasks. One alternative (e.g. [20, 21, 25]) is to unify dictionary learning and classifier training in an

optimization model. For example, the D-KSVD method [25] jointly learns a dictionary and a multi-class linear

classifier as follows:

argmin
D,W,C

1
2
‖Y − DC‖2F +

β

2
‖L −WC‖2F +

γ

2
‖W‖2F ,

s.t. ∀i, ‖ci‖0 ≤ T, ∀ j, ‖d j‖2 = 1,

(3)

where W ∈ RK×M is the multi-class linear classifier to be learned, L = [l1, . . . , lP] ∈ RK×P is the binary label matrix

of P training samples from K categories, and lp = [0, 0, . . . , 1, . . . , 0]> ∈ RK is the binary label vector of sample yp

where nonzero occurs at the kth entry if yp belongs to the kth category. In (3), the discriminative term ‖L −WC‖2F

is the linear prediction error produced by W and C, which is used to induce discriminability on C; the regularization
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term ‖W‖2F is used to control the energy of W.

To further enhance the discriminability of sparse codes, the LC-KSVD method [32] induces discriminative struc-

tures on sparse codes using the following dictionary learning model:

argmin
D,W,C

1
2
‖Y − DC‖2F +

α

2
‖Q − AC‖2F +

β

2
‖L −WC‖2F +

γ

2
‖W‖2F ,

s.t. ∀i, ‖ci‖0 ≤ T, ∀ j, ‖d j‖2 = 1,

(4)

where the term ‖Q−AC‖2F is the so-called label consistency criterion, A is a linear transformation matrix that transform

the sparse codes C to be the predefined discriminative form Q = [q1, . . . , qP] ∈ RM×P, and Q is defined as a binary

matrix in which nonzero occurs at the entry of mth row and pth column if the atom dm is expected to share class labels

with the signal yp. In other words, qp is a binary vector with the form qp = [0, 0, . . . , 1, . . . , 1, . . . , 0, 0]> ∈ RM in

which the nonzero values occur at the indices where the input signal yp and the atoms share the same category label.

For example, assuming Y = [y1, . . . , y5], D = [d1, . . . , d5], where y1, y2, y3, d1, d2 are from the 1st class and y4, y5,

d3, d4, d5 are from the 2nd class, then the corresponding matrix Q is expressed as4

Q ≡



1 1 1 0 0
1 1 1 0 0
0 0 0 1 1
0 0 0 1 1
0 0 0 1 1


.

The minimization problems in (3) and (4) can be efficiently solved by applying the K-SVD algorithm [3] followed by

some renormalization strategies on D and W, in which the regularization term ‖W‖2F is dropped and the energy of W

is implicitly controlled by renormalization.

3. Our method

In this section, we introduce multiple classifier learning to supervised dictionary learning by defining a novel

discriminative term based on multiple classifier system. An interesting relation between the proposed discriminative

term and the label consistency regularization [32] is shown. Then built upon the proposed discriminative term, a

4In the implementation of LC-KSVD, the number of shared atoms in each category is the same and there is no overlap between the shared atoms
from different categories. In other words, the atom are partitioned into disjoint groups of the same size.
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supervised dictionary learning model is proposed. Finally an efficient numerical scheme is developed for solving the

proposed model.

3.1. Ensemble discrimination for supervised dictionary learning

The single linear classifier used in D-KSVD is rather weak in terms of discrimination. Motivated by the success of

the multiple classifier learning methods [41, 42, 46], we propose to learn multiple classifiers instead of a single one.

Meanwhile, we argue that the subdictionaries of a discriminative dictionary should be also discriminative, implying

that subsets of discriminative sparse codes should be also discriminative. Thus, we construct classifiers using different

subsets of sparse codes. Such a construction scheme also facilitates the development of an efficient numerical solver,

as shown in Section 3.3. The basic procedure of the construction is as follows. First, each dictionary atom is assigned

to several predefined groups. Accordingly, the sparse codes associated with the same atom group are grouped to-

gether. Then on each group of sparse codes a multi-class linear classifier is applied, and the prediction errors of these

classifiers are used to define the discriminative term.

Let {Gz}
Z
z=1 be a predefined set of groups for grouping dictionary atoms and sparse codes. Each element of Gz

is an integer within [1,M]. Define PGz as the operator that draws the rows from C whose indices fall into Gz, i.e.,

PGz C = C[Gz]. Then we define the discriminative ensemble error as

f (C) =

Z∑
z=1

βz

2
‖L −Wz PGz C‖

2
F , (5)

where Wz is the multi-class linear classifier (often called a base classifier in the context of ensemble learning) learned

from the zth group of sparse codes PGz C. In other words, the discriminative ensemble error can be viewed as the

weighted average linear prediction error over groups of sparse codes. The operators {PGz }z act as the subspace projec-

tors for constructing ensembles. This is similar in spirit to the subspace ensemble methods [42, 46]. In our proposal,

we project sparse codes into different subspaces with random subset selection, and on each subspace we apply a linear

classifier during the dictionary learning process.

The discriminative ensemble error defined in (5) can be directly used as a discrimination term and incorporated

into many existing supervised dictionary learning models. In this paper, based on the discriminative ensemble error,
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we construct a new dictionary learning model as follows:

argmin
D,{Wz}

Z
z=1,C

1
2
‖Y − DC‖2F +

Z∑
z=1

(
βz

2
‖L −Wz PGz C‖

2
F +

γz

2
‖Wz‖

2
F),

s.t. ∀i, ‖ci‖0 ≤ T, ∀ j, ‖d j‖2 = 1,

(6)

where βz and γz are the scalars controlling the relative contribution of each term, and the regularization term ‖Wz‖
2
F is

for controlling the energy of the classifier Wz. An efficient numerical scheme for solving (6) is detailed in Section 3.3.

For brevity, we refer to our method as Multiple Classifiers based Dictionary Learning (MCDL).

The effectiveness of our method can be interpreted from two perspectives. One is the power of using multiple

classifiers. Compared with the methods [20, 25] using a single classifier, our method learns a set of classifiers, which

is helpful to reduce the dependence of sparse codes on the peculiarities of training set and learn more expressive

concepts. The other perspective is that subdictionaries of a discriminative dictionary should be also discriminative.

By grouping dictionary atoms and strengthening discriminability of sparse codes within each group, our method

encourages the sparse codes to be not only globally discriminative but also partially distinct. As a result, the overall

discriminability of sparse codes is strengthened.

3.2. Relation with label consistency

It is obvious that when Z = 1 and PG1 = IM , the discriminative ensemble error degenerates into global linear

prediction error term used in [25, 28, 32]. In the next, we show an interesting connection between the proposed

discriminative term defined in (5) and the label consistency term defined in (4). For this purpose, we rewrite the

discriminative ensemble error as

f (C) = ‖B(1Z ⊗ L) − BW PC‖2F , (7)

where P = (P>
G1
, .., P>

GZ
)>, W = diag(W1, . . . ,WZ) is the block-diagonal matrix constructed by stacking W1, . . . ,WZ

along diagonal, B = diag(
√
β11|G1 |, . . . ,

√
βZ1|GZ |) is a diagonal matrix with [

√
β11>

|G1 |
, . . . ,

√
βZ1>

|GZ |
]> as diagonal,

and the operation ⊗ denotes Kronecker product. Now consider a more complex configuration of {PGz } as follows. We

set Z = M/K and set βi = 1 for all possible i (i.e. B = IM).5 We also set {Gz}
Z
z=1 to satisfy: (1)

⋃Z
z=1 Gz = {1, . . . ,M};

5Without loss of generality, we suppose M is divisible by K and hence Z is an integer.
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(2) ∀i , j, Gi ∩ G j = ∅. By definition, it is easy to verify that there exist two permutation matrices R and S, such

that R(1Z ⊗ L) = Q and SP = IM . After some simple substitutions and using RR> = IP and SS> = IM , we have

f (C) =
∥∥∥R>Q −WS>C

∥∥∥2
F =

∥∥∥Q − RWS>C
∥∥∥2

F , (8)

which is actually equivalent to the label consistency term ‖Q− AC‖2F in the LC-KSVD model defined in (4) by setting

AS = RW. In other words, the LC-KSVD training model in (4) can be reinterpreted as a subspace ensemble learning

based model - sparse codes are projected into different subspaces and then an ensemble of classifiers is constructed

from a set of linear classifiers, each of which is trained on some subspace of sparse codes.6 In comparison with the

LC-KSVD model, the proposed model has more flexibility in designing the subspace projections and determining the

weights of base classifiers.

3.3. Optimization

Solving the minimization problem of (6) is nontrivial. Unlike the cases of the D-KSVD and LC-KSVD methods,

in our method the K-SVD algorithm cannot be directly applied to solving (6) due to the presence of matrices {PGz }
Z
z=1.

Intuitively, we need to alternately estimate the unknown variables D, C and {Wz}
Z
z=1 one at a time while fixing others.

But in the next it is shown that by exploiting the structures of Wz PGz , we can simultaneously update D and {Wz}
Z
z=1.

This is more efficient than the alternating optimization between three submodules (e.g. [20]) and largely reduces the

potential of getting stuck at local minima of the subproblems.

To derive an efficient solver, we drop the regularization term
∑Z

z=1
γz
2 ‖Wz‖

2
F in (6) and control the energy of Wz

by post-renormalization, which is the same strategy used in the D-KSVD and LC-KSVD methods. Then the MCDL

optimization model can be written as

argmin
D,C,{Wz}

Z
z=1

1
2
‖X − UC‖2F , s.t. ∀i, ‖ci‖0 ≤ T, ∀ j, ‖u j‖2 = 1, (9)

where

6Our discussion is focused on the training model of LC-KSVD, regardless of how to use the learned classifiers in the latter stage.
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X =


Y
√
β1L
. . .
√
βZ L

 and U = [u1, . . . ,uM] =


D

√
β1W1 PG1

. . .
√
βZWZ PGZ

.

We solve the minimization problem of (9) with an alternative iteration scheme. At the beginning of the (` + 1)th

iteration, D and {Wz}
Z
z=1 are fixed, and the calculation of C becomes the classical sparse coding problem

C(`+1) = argmin
C

1
2
‖X − U(`)C‖2F , s.t. ∀i, ‖ci‖0 ≤ T, (10)

which is solved by the OMP algorithm [48].

After C(`+1) is calculated, we simultaneously update D and {Wz}
Z
z=1. To this end, we rewrite u j as

u j =


u j,0

u j,1

. . .

u j,Z

,

where u j,0 = d j and u j,z is the jth column of
√
βzWz PGz for z = 1, . . . ,Z. Note that Wz PGz is actually the matrix

constructed by inserting 0Ks into Wz as columns at the indices that fall into Ḡz = {1, 2, . . . ,M} − Gz. In other words,

we have u j,z = 0K if j ∈ Ḡz and otherwise u j,z is the (r−1( j,Gz))-th column of
√
βzWz, where function r( j,G) returns

the jth smallest element in G and r−1( j,G) = #{x ∈ G : x ≤ j}. Define Ω j ⊆ {N + 1,N + 2, . . . ,N + ZK} as the set of

indices of zeros from such 0Ks in u j, and define VΩ as the projection matrix such that VΩu projects u onto Ω.7 Then

the update of D and {Wz}
Z
z=1 can be reformulated as the minimization w.r.t. U as follows:

U(`+1) = argmin
U

1
2
‖Y − UC(`+1)‖2F , s.t. U ∈ U, (11)

whereU = {U ∈ R(N+KZ)×M : ‖u j‖2 = 1,VΩ j u j = 0, j = 1, . . . ,M} denotes the feasible set for U.

The minimization in (11) is solved by the proximal gradient method. Let IU(U) be the indicator function of U

such that IU(U) = 0 if U ∈ X and +∞ otherwise. Then U(`+1) = [u(`+1)
1 , · · · ,u(`+1)

M ] is updated column by column as

7Note that Ω j is determined by {Gz}
Z
z=1. Thus Ω j and VΩ j can be precomputed for acceleration.

13



follows:

u(`+1)
j ∈ Prox

I(Û(`)
j )

µ(`)
j

(u(`)
j −

1

µ(`)
j

∇u j Q(C(`+1), Ũ(`))), (12)

where µ(`)
j determines the step size, Q(C,U) = 1

2‖X − UC‖2F , ProxF
t (x) is the proximal operator defined as

ProxF
t (x) := argmin

u
F(u) +

t
2
‖u − x‖2F , (13)

and 
Û(`)

j = [u(`+1)
1 , · · · ,u(`+1)

j−1 ,u j,u(`)
j+1, · · · ,u

(`)
M ];

Ũ(`)
j = [u(`+1)

1 , · · · ,u(`+1)
j−1 ,u(`)

j ,u
(`)
j+1, · · · ,u

(`)
M ].

(14)

By direct calculation, the minimization problem of (12) is equivalent to

u(`+1)
j = argmin

‖u j‖2=1
VΩ j u j=0

1
2
‖u j − s(`)

j ‖
2
2, (15)

where s(`)
j = u(`)

j −
1
µ(`)

j
∇u j Q(C(`+1), Ũ(`)

j ). This minimization problem has a closed-form solution

u(`+1)
j = (I − VΩ j )s(`)

j /‖(I − VΩ j )s(`)
j ‖2. (16)

After several iterations, we finally obtain the optimal solution Ū for (9), which is column-wise normalized and

can be directly decomposed into D̄, {W̄z}
Z
z=1 and several 0K s. Then the final learned dictionary D and base classifiers

{Wz}
Z
z=1 are computed by renormalization.

D = {d1, d2, · · · , dM} =

{
d̄1

‖d̄1‖2
,

d̄2

‖d̄2‖2
, · · · ,

d̄M

‖d̄M‖2

}
;

Wz = {wz,1,wz,2, · · · ,wz,|Gz |} =

{
w̄z,1

‖d̄r(1,Gz)‖2
,

w̄z,2

‖d̄r(2,Gz)‖2
, · · · ,

w̄z,|Gz |

‖d̄r(|Gz |,Gz)‖2

}
, ∀z ∈ {1, · · · ,Z}.

(17)
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3.4. Classification Scheme

Once the dictionary D and the base classifiers {Wz}
Z
z=1 have been learned, given a test sample ytest, we compute

the corresponding sparse code ctest by solving

argmin
c
‖ytest − Dc‖22, s.t. ‖c‖0 ≤ T, (18)

with the OMP algorithm [48]. Then the label of ctest is predicted by taking the class index which corresponds to the

maximal prediction score computed by applying {Wz}
Z
z=1 to ctest, i.e.

label(ytest) = argmax
i

li, (19)

where l = [l1, . . . , lK] is the prediction score vector (unnecessarily binary) generated by

l =

Z∑
z=1

βzWz PGz ctest. (20)

3.5. Initialization and configuration

The MCDL method requires an elaborative initialization of D and {Wz}
Z
z=1. The initialization is crucial because the

MCDL model is non-convex due to the existence of `0 norm and the alternating optimization. For the initialization of

D, several iterations of K-SVD is run within each category and all the output dictionary atoms are collected as D(0).

The base classifiers {Wz}
Z
z=1 are initialized by solving

argmin
Wz

βz

2
‖L −Wz PGz C‖

2
F +

γz

2
‖Wz‖

2
F , (21)

which is the ridge regression with explicit solution

W(0)
z = LC>P>Gz

(
PGz CC>P>Gz

+
γz

βz
I|Gz |

)−1

. (22)

The performance of MCDL largely depends on the construction of multiple classifiers. There are plenty of ways
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to set up the groups {Gz}
Z
z=1. Followings are some examples:

• Single group: Z = 1; G = {1, . . . ,M};

• Disjoint groups:
⋃Z

z=1 Gz = {1, . . . ,M}; ∀i , j, |Gi| = |G j|, Gi ∩ G j = ∅;

• Sharing groups:
⋃Z

z=1 Gz = {1, . . . ,M}; ∃S , ∅,S ⊆ {1, . . . ,M},∀i , j, |Gi| = |G j|, Gi ∩ G j = S.

The first setting is a trivial case which corresponds to the global linear prediction cost in (3). The second setting

corresponds to disjoint groups, and as described in Section 3.2, it can be viewed as a label consistency regularization.

The last setting allows group overlap, where a few dictionary atoms are reused by classifiers. From the perspective of

label consistency, it allows some dictionary atoms to be associated with multiple categories, which is similar in spirit

to the methods [30, 36, 37] that learn both class-specific dictionaries and a shared dictionary.

4. Experiment

4.1. Protocol

There are various methodologies employed in existing literature for evaluating discriminative dictionary learning

methods. We adopted the experimental protocol of [32], as it covers a variety of recognition tasks, including face

recognition, object classification, scene classification, and action recognition. The data used for these experiments are

available online.8 In addition, we applied our method to classifying static and dynamic textures. The characteristics

of all the benchmark datasets for our evaluation are summarized in Table 1, and the experimental protocols on the

datasets are presented in following subsections. The methods for comparison mainly include

• one of the most popular `0 norm based dictionary learning methods - KSVD [3],9

• the sparse representation based classification method - SRC [8],

• four sparsity-based supervised dictionary learning methods, including D-KSVD [25], LC-KSVD [32], Joint [20],

and DLSI [26],10

• a dictionary learning method based on locality instead of sparsity of codes - LLC [33].

8http://www.umiacs.umd.edu/˜zhuolin/projectlcksvd.html
9A two-step strategy described in Section 1.1 is employed for classification.

10In [32], two versions of LC-KSVD are presented. We select the improved version for comparison. The parameter setting and all the results are
consistent with [32].
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Note that the KSVD, SRC and LLC methods are three representative reconstructive dictionary learning methods with

successful results in image recognition and restoration. Other compared methods are all discriminative dictionary

learning methods that are closely-related to ours and have yielded state-of-the-art results. Both these methods and

ours view dictionary atoms as discriminative features and use sparse code as higher-level representation of signals

for classification. Also note that the dictionary used in the original SRC method is much larger than other compared

methods, as SRC stacks all the training samples as a dictionary. In order to have a fair evaluation, we also include a

reduced version of SRC (denoted by SRC*) for comparison, whose dictionary size is set the same as ours. In addition

to the aforementioned methods, we also include some classical task-specific methods for comparison.

Table 1: Characteristics of the datasets for experimental evaluation. The columns from left to right are the name of datasets, number
of data samples, number of categories, number of training samples, number of test samples, and number of experiment repetitions.

Dataset #Sample #Class #Training #Test #Repetition

Ext. YaleB 2414 38 1216 1198 30
AR Face 2600 100 2000 600 30
Scene-15 4485 15 1500 2985 30

Caltech-101 9144 102 (5:5:30)×102 – 10
UCF Action 150 10 140 / 120 10 / 30 30

ALOT 25000 250 (1/4 1/2) × 25000 (3/4 1/2) × 25000 30
Dyntex++ 3600 100 1800 1800 30

For simplicity, we set the weight of each classifier to be the same, i.e., βz = β for all possible z, where β is a

predefined scalar for weighting the discriminative terms. Then, the parameters of our method are reduced to three

scalars: the discrimination weight β, the sparsity degree T , and the dictionary size M. In our experiments, β is

determined by cross-validation, M is set to be a multiple of the number of categories in each dataset (i.e. M is

divisible by K), and T is set according to the complexity of dataset. The values of these parameters for each dataset

are presented in the following subsections respectively.

According to the group settings presented in Section 3.5, we adopted the following four configurations for group-

ing in our experiment, i.e.

• G1. A single group G = {1, . . . ,M} is used with Z = 1, i.e. PG = I.

• G2. Totally M/K disjoint groups of the same size are used. The sizes of all the groups are set to be K. The

groups are generated by uniform partitioning on random permutation of integers {1, . . . ,M}.
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• G3. Totally M/K sharing groups of the same size are used. The number of the atom indices shared by all the

groups is set to be M/K (i.e., Gi ∩ G j = S for all i , j, and |S| = M/K). To generate the groups, M/K atoms

indices are randomly picked up as S for sharing. Then the remaining indices are randomly partitioned to M/K

subsets with equal sizes. Each subset is united with the shared indices S to form the group.

• G4. Totally M/K sharing groups of the same size are used. The number of the atom indices shared by all the

groups is set to be 2M/K. The generation of the groups is similar to that of G3.

We generated the groups according to these four configurations G1, G2, G3, and G4 respectively. The final {Gz}z is

the union of all the generated groups above. In practice, it is observed that the performance of MCDL is insensitive to

the randomness of the generation of {Gz}z.

4.2. Face recognition

Face recognition is one widely-studied recognition problem with applications ranging from checking identities at

international borders and searching mugshots in national criminal databases to tagging faces in photos on social media

websites. We demonstrate the effectiveness of our method in face recognition with two popular benchmark datasets:

• The extended YaleB dataset [50] contains 2414 images of 38 human frontal faces with different illumination

conditions and expressions, as shown in Figure 1 (a). There are about 64 images for each person. The original

images were cropped to 192× 168 pixels. As done in [25], each face image is projected into a 504-dimensional

feature vector using a random matrix of zero-mean normal distribution. The dataset is randomly split into two

halves. One half with 32 images per person is used for training and the other half is used for test. The parameters

of our method on this dataset are set as follows: β = 2.7 × 10−3, T = 50, and M = 570.

• The AR face dataset [51] consists of over 4000 frontal images from 126 individuals, in which 26 pictures

were taken in two separate sessions for each individual. The main characteristic of the AR dataset is that it

includes frontal views of faces with different facial expressions, lighting conditions and occlusions, as shown

in Figure 1 (b). Following the standard evaluation procedure [25, 28, 32], we draw a subset from the original

dataset. The resulting dataset consists of 2600 images from 50 male subjects and 50 female subjects. We

randomly pick up 20 images from each person for training and the remaining images for test. Each face image
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is cropped to 165×120 and then reduced to be a 540-dimensional feature vector by random projection as above.

The parameters of our method on this dataset are set as follows: β = 2.5 × 10−1, T = 40, and M = 500.

1

1

(a) Extended YaleB (b) AR face

Figure 1: Some sample images from two face datasets. (a) The extended YaleB dataset; (b) The AR face dataset.

Table 2: The recognition accuracies (%) of the compared methods on two face datasets.

Dataset KSVD [3] SRC [8] SRC* [8] D-KSVD [25] LC-KSVD [32] LLC [33] Joint [20] DLSI [26] MCDL

Ex.YaleB 93.10 97.02 80.50 94.10 95.00 90.70 93.88 89.00 95.79 ± 0.72
AR Face 86.50 97.50 68.50 88.80 93.70 88.70 88.24 89.80 95.21 ± 1.20

The experimental results on these two datasets are summarized in Table 2. It can be seen that our method outper-

forms all the compared methods except SRC. It is worth mentioning that the SRC method stacks all training samples

as a big dictionary, which is computationally infeasible for real applications. Moreover, the performance of the SRC

method decreases dramatically with the dictionary size reduced. When the dictionaries are set in the same size, the

SRC* method performs worse than our method. This is not surprising as the SRC method could be roughly viewed

as a generalized nearest subspace classifier, whose discriminative power largely depends on the number of training

samples.

4.3. Object classification

Identifying objects in images is an interesting but very challenging task in computer vision. We tested the effec-

tiveness of our method in object classification on the Caltech-101 [52] dataset, which consists of 8677 images from

101 object categories and 467 images from an additional background category. The number of images in each cate-
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gory is greatly unbalanced, varying from 31 to 800, and significant shape and appearance variabilities are presented

in each category. See Figure 2 for some sample images from the Caltech-101 dataset.

1

Figure 2: Sample images from the Caltech-101 dataset.

The 3000-dimensional SIFT-based spatial pyramid feature used in [28, 32, 53] is extracted from each image and

used as the input of all the compared methods. Following the common experimental protocol, we randomly pick up

5, 10, 15, 20, 25, and 30 samples per category for training and test on the remaining samples. This process is repeated

10 times with different splits of training and test set and finally the average classification accuracy is reported. The

dictionary size M is set proportional to the size of training set, i.e. 510, 1020, 1530, 2040, 2550, and 3060 respectively.

The parameter T is set to 45 and β is 5 × 10−4.

The methods for comparison are the same as in Section 4.2. The results are shown in Figure 3. It can be observed

that our approach performs the best among all the compared methods, no matter how large the training set is.

Figure 3: Classification accuracies (%) of the compared methods using different sizes of training set on the Caltech-101 dataset.

4.4. Scene classification

The ability of computer to distinguish scenes is very useful, as it can serve to provide priors for the presence of

actions, surfaces and objects, as well as their locations and scales. We applied our method to scene classification and
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evaluated the performance on the Scene-15 dataset [53]. The Scene-15 dataset contains 15 scene categories, including

bedroom, suburb, industrial, kitchen, living room, coast, forest, highway, inside city, mountain, open country, street,

tall building, office, and store. The number of images per category varies from 210 to 410. The resolution of each

image is about 250 × 300. See Figure 4 for the sample images from each category in the dataset.

1

bedroom: 100 CALsuburb: 99.23 industrial: 97.81 kitchen: 99.38 livingroom: 99.04

MITcoast: 98.91 MITforest: 100 MIThighway: 100 MITinsidecity: 98.83 MITmountain: 98.26

MITopencountry: 97.41 MITstreet: 93.84 MITtallbuilding: 97.27 PARoffice: 99.47 store: 95.81

Figure 4: Per-class classification accuracy (%) by the proposed method on the Scene-15 dataset.

Similar to the case in Caltech-101, the 3000-dimensional SIFT-based spatial pyramid features [28, 32, 53] ex-

tracted from the images are used as the input of all the compared methods. Same as the standard experimental

protocol used in [28, 32, 53], from each category 100 images are randomly picked up for training and the rest for test.

For the configuration of parameters, we set β = 6 × 10−4, T = 55 and M = 450.

Besides the compared methods used in the previous subsections, several state-of-the-art scene classification meth-

ods [9, 10, 40, 49, 53, 54] are also included for comparison. Table 3 summarizes the experimental results. It can be

seen that MCDL outperforms other compared methods. The classification accuracy achieved by our method on each

category is shown in Figure 4.
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Table 3: Classification accuracies (%) of the compared methods on the Scene-15 dataset.

Method Accuracy Method Accuracy Method Accuracy

Lazebnik et al. [53] 81.40 ± 0.50 Boureau et al. [49] 84.30 ± 0.50 Joint [20] 88.20
Gemert et al. [54] 76.67 ± 0.39 SRC [8] 91.80 DLSI [26] 92.46

Yang et al. [9] 80.28 ± 0.93 SRC* [8] 77.62 LLC [33] 89.20
Gao et al. [10] 89.75 ± 0.50 KSVD [3] 86.70 LC-KSVD [32] 92.90
Lian et al. [40] 86.43 ± 0.41 D-KSVD [25] 89.10 MCDL 97.35 ± 0.31

4.5. Action recognition

Action recognition refers to the process of labeling videos or images that contains human motion with action

categories. Interactive applications like human-computer interaction and games benefit from the advances in automatic

action recognition. To evaluate the performance of our method in action recognition, the UCF sport dataset [55] was

selected, which is composed of 150 video sequences from 10 action categories collected from various broadcast sport

channels such as BBC and ESPN. The action categories include running, kicking, golfing, swinging (horizontal),

swinging (vertical), skateboarding, lifting, diving, walking, and horse riding, as shown in Figure 5. The number of

samples in each category varies from 14 to 35.

1

running kicking golfing swinging (horizontal) skateboarding

lifting swinging (vertical) diving walking horse riding

Figure 5: Key frames of selected samples from the UCF sport dataset.

The 100-dimensional reduced action bank feature [56] is adopted to represent each video. The recognition per-

formance is measured by two kind of schemes. One is the leave-one-video-out evaluation scheme, in which one

video from each class is collected for test and the remaining videos for training. This scheme has been used in many

evaluations of sparse dictionary learning methods, e.g. [28, 32]. The other scheme is the five-fold cross validation, in

which one fold is used for test and the remaining four folds for training. This scheme has been widely used in a lot
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of literature on action recognition, e.g. [55–60]. The dictionary size of MCDL is set 70 for the leave-one-video-out

scheme and 50 for the five-fold cross validation scheme, and for both cases the parameters β and T are set to 0.5 and

10 respectively.

The performance comparison is shown in Table 4. It can be seen that for both evaluation schemes, our approach

performs the best among all the compared methods. Note that the D-KSVD method performed worse than SRC. The

reason is that the single linear classifier used in D-KSVD is rather weak in terms of discrimination and has large

dependence on the peculiarities of data especially when the number of training samples is small. This justifies the

motivation of this paper to inject multiple classifier learning into supervised dictionary learning.

Table 4: Classification accuracies (%) on the UCF sports action dataset.

Method Evaluation Accuracy Method Evaluation Accuracy

SRC [8] fivefold cross 90.40 Qiu et al. [61] fivefold cross 83.60
SRC* [8] fivefold cross 80.62 Yao et al. [62] fivefold cross 86.60
LLC [33] fivefold cross 87.50 Yeffet et al. [57] leave-one-video-out 79.20
KSVD [3] fivefold cross 86.80 Wu et al. [60] leave-one-video-out 91.30

D-KSVD [25] fivefold cross 88.10 Le et al. [59] leave-one-video-out 86.50
Joint [20] fivefold cross 86.00 Sadanand et al. [56] leave-one-video-out 95.00
DLSI [26] fivefold cross 88.74 Kovashka et al. [58] leave-one-video-out 87.30

LC-KSVD [32] fivefold cross 91.20 LC-KSVD [32] leave-one-video-out 95.70
MCDL fivefold cross 91.65 ± 0.24 MCDL leave-one-video-out 95.90 ± 0.11

4.6. Texture classification

Understanding visual textures, either static or dynamic, is fundamental to many computer vision and image pro-

cessing tasks such as scene classification, video understanding, visual retrieval and image-guided diagnosis. We tested

the performance of our approach in both the static and dynamic texture classification tasks with two datasets:

• The ALOT dataset [63] is a large static texture dataset, encompassing 25000 texture images from 250 classes.

Its texture categories range from hand-made textures to natural textures, and from regular textures to random

textures. See Figure 6 for some examples of the dataset. The 700-dimensional multi-scale LBP histogram is

extracted from each texture image for classification. We trained our model with a quarter of and a half of the

samples respectively, and the rest are used for test. The dictionary size of MCDL is set 1080 and the parameters

β and T are set to 1 × 10−3 and 5 respectively.
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• The DynTex++ dataset [65] contains 3600 dynamic texture video sequences from 36 categories. The categories

of dynamic textures on this dataset range from waves on beach to vehicle traffic on road. See Figure 7 for the

snapshots of the dataset. The 177-dimensional LBP-TOP histogram [64] is extracted from each dynamic texture

sequence for classification. One half of the samples are used for training and the other half are for test. The

dictionary size of MCDL is set 1080 and the parameters β and T are set to 1 × 10−5 and 25 respectively.

1

Figure 6: Sample images from the ALOT dataset.

1

Figure 7: Key frames of selected samples from the DynTex++ dataset.

The results are listed in Table 5 and Table 6. In addition to the comparison with several sparse coding and dic-

tionary learning methods including SRC*, KSVD, Joint, D-KSVD and LC-KSVD, we compare our method with the

representative method [66] in the static texture classification and the state-of-the-art methods [64, 65, 67] in the dy-

namic texture classification. The dictionary sizes and sparsity degrees of all the compared dictionary learning methods
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Table 5: Classification accuracies (%) on the ALOT dataset.

# Training sample SRC* [8] KSVD [3] Joint [8] D-KSVD [25] LC-KSVD [32] Xu et al. [66] MCDL

25 83.38 ± 0.34 84.14 ± 0.35 84.22 ± 0.42 84.71 ± 0.46 85.05 ± 0.34 82.12 ± 0.38 85.85 ± 0.32
50 89.45 ± 0.33 89.88 ± 0.46 90.02 ± 0.37 90.22 ± 0.35 90.52 ± 0.42 86.64 ± 0.36 91.78 ± 0.36

Table 6: Classification accuracies (%) on the DynTex++ dataset.

SRC* [8] KSVD [3] Joint [8] D-KSVD [25] LC-KSVD [32] Ghanem et al. [65] Zhao et al. [64] Xu et al. [68] MCDL

88.53 ± 0.83 89.31 ± 0.58 89.40 ± 0.57 89.27 ± 0.56 89.67 ± 0.50 63.70 89.80 89.90 90.35 ± 0.66

are set the same as ours. It can be seen from Table 5 that in the static texture classification our method outperforms

other compared methods and shows noticeable performance improvement over [66] which employs a more compli-

cated feature extraction process instead of the simple LBP histograms. On this dataset, we also tested the ensemble

linear classifier (ELC) constructed from random subspace ensemble using the same number of base classifiers as ours.

The experimental results show ELC is inferior to MCDL with a performance gap of 12.2% classification accuracy

when using half of samples for training. This demonstrates that the higher-level representations from sparse coding

are helpful to the performance improvement of ensemble classifiers. From Table 6 we can see that our method per-

forms the best among all the compared approaches in the dynamic texture classification. To further understand the

performance of our method, we conduct the t-test analysis on the classification results, and the results show that our

method significantly outperforms other compared methods.

4.7. Influence of components and parameters

To analyze the contribution of each component in our method, we tested the performance of MCDL using different

combinations of the four group configurations (i.e. G1, G2, G3 and G4). The results on the extended YaleB dataset are

listed in Table 7. It can be seen that using single group configuration yields reasonable but insufficient discrimination.

With more group configurations added, the performance of MCDL increases. This not only verified the necessity

of using the four group configurations to generate classifiers, but also demonstrated the power of multiple classifier

learning in discriminative sparse coding.

To analyze the influence of the discrimination parameter β, the sparsity parameter T and the dictionary size M in
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Table 7: The recognition accuracies (%) of MCDL on the extended YaleB dataset using different group configurations.

G1 G2 G3 G4 G1+G2 G1+G2+G3 G1+G2+G4 G1+G2+G3+G4

94.20 94.56 94.35 94.25 95.02 95.64 95.60 95.79

MCDL, we conducted a test on the extended YaleB dataset by alternatively fixing two of the parameters and adjusting

the rest one. The classification results corresponding to different values of the parameters are plotted in Figure 8.

It can be seen from Figure 8 (a) that the performance of MCDL is not sensitive to β within a small range. As β

increases, the discrimination of sparse codes is improved while the representative power of the learned dictionary is

degraded. Thus, the best choice of β for classification is to strike the balance of discrimination and representation. In

Figure 8 (b), the performance of MCDL drops much when T is small. This is because using too few dictionary atoms

cannot well capture the characteristics and variation of data, making the sparse codes insufficiently discriminative.

When T is larger than 40, the performance of MCDL decreases slightly. The reason is that using too many dictionary

atoms for representation might cause the over-fitting problem. From Figure 8 (c) we can see that the classification

accuracy increases as the dictionary becomes larger. But the increment gets small when the dictionary is sufficiently

large.
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Figure 8: Classification accuracies (%) versus the parameters β, T and M on the extended YaleB dataset.

4.8. Efficiency

In order to evaluate the computational efficiency of our approach, we compared our method with several baseline

methods in terms of the average running time during the training phase and the test stage in different applications.
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More specifically, for each tested method, both the average training time per iteration during dictionary learning and

the average test time for an input sample during classification are reported. To have a fair comparison, all the tested

methods are implemented under the same computational environment. The software environment is the MATLAB

2013a platform run on the Windows 7 operating system, and the hardware environment is a PC with Intel Dual-Core

i7-3770 3.4GHz CPU and 32GB memory. We compared our method with three closely-related methods: D-KSVD,

LC-KSVD, and SRC. The results are listed in Table 8.11 It can be seen that in training MCDL is slower than LC-

KSVD but faster than D-KSVD. Although on average the training time of MCDL is about twice as much as that of

LC-KSVD, the time cost of MCDL is still acceptable. The test time of MCDL is on a par with D-KSVD and LC-

KSVD, and is much less than SRC. It can be also seen that the scalability of MCDL is much better than SRC, as SRC

cannot scale well to large dictionary (i.e. a large number of training samples) in terms of computational time.

Table 8: Training time (seconds per iteration) and test time (milliseconds per sample) of the tested methods on six datasets.

Dataset Training time (s) per iteration Test time (ms) per sample

Name D-KSVD LC-KSVD MCDL D-KSVD LC-KSVD SRC MCDL

Ext. YaleB 2.34 0.80 1.76 0.10 0.26 30.94 0.29
AR Face 2.57 1.16 2.12 0.06 0.24 79.25 0.27
Scene-15 20.84 3.18 5.04 0.33 0.33 183.51 0.36

Caltech-101 70.91 36.48 71.52 1.70 1.70 769.66 1.90
UCF Action 0.12 0.01 0.02 0.04 0.03 0.47 0.07
Dyntex++ 4.64 1.83 3.09 0.31 0.31 26.03 0.35

5. Conclusions

Aiming at enhancing discriminability in sparse codes, in this paper, we proposed an effective and efficient super-

vised dictionary learning method for sparse coding by integrating multiple classifier learning into dictionary learning.

The advantages of the proposed method over existing approaches are multi-fold: better discriminability of sparse

codes, weaker dependence on peculiarities of training data, and more expressibility of classifier for prediction. We

also provided an interesting insight into label consistency from the perspective of multiple classifier learning by show-

ing its relation with the proposed discriminative term. We applied the proposed method to several image classification

11Note that LC-KSVD is faster than D-KSVD because the implementation of LC-KSVD is based on the approximated K-SVD algorithm which
is more efficiently than the exact K-SVD algorithm used in the original implementation of D-KSVD. Also note that the SRC method does not
require training and thus the training time of SRC is omitted.
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tasks to demonstrate its great potential in applications of pattern recognition. The experimental results showed that

our method is very competitive in terms of both classification accuracy and computational efficiency. In the future,

we would like to investigate the exploitation of more multiple classifier learning techniques in supervised dictionary

learning, such as boosting, bagging, and random projection.
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