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1. Proof of Theorem 1
Proof. Denote n̂ = n+Az and ñ = n−Bz. That is(
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Since n ∼ N (0,Σx), z ∼ N (0, I), and they are independent, we have(
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)
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(3)

Thus, n̂ and ñ are also independent Gaussian random variables. It yields that

Ex,n̂,ñ
{
ñ>Fθ(x+ n̂)

}
= 0.

Then our loss function can be rewritten as

L(θ;A,B) =Ey,z‖Fθ(y +Az)− (y −Bz)‖22 = Ex,n̂,ñ‖Fθ(x+ n̂)− (x+ ñ)‖22
=Ex,n̂,ñ

{
‖Fθ(x+ n̂)− x‖22 − 2ñ>Fθ(x+ n̂) + 2ñ>x+ ñ>ñ

}
=Ex,n̂,ñ

{
‖Fθ(x+ n̂)− x‖22 + ñ>ñ

}
=Ex,n̂,ñ‖Fθ(x+ n̂)− x‖22 + Extrace(Σx +BB>)

=L̃(θ;A) + const.

(4)

The proof is done.

2. Running time
The inference time of processing the whole BSD68 dataset and SIDD Benchmark is around 115 seconds and 22 seconds

respectively, on a NVIDIA TITAN RTX GPU with 24GB Memory. The reason why SIDD Benchmark is larger but takes less



time for inference is that the images in SIDD Benchmark are of the same size and can be processed in batch (a batch size of
32 is used by us), while the images in BSD68 vary in size and are processed one by one. Another cause is that, the AWGN
denoiser is trained on the recorrupted images with specific noise level and thus the testing images in BSD68 are recorrupted
for multiple times for prediction:

∑50
j=1 Fθ∗(u+Azj) , while for SIDD Benchmark, the single forward prediction Fθ∗(u)

is enough since the trained real-world image denoiser is blind to noise level.

3. Visual Comparison of More Examples
In this section, we provide visual comparison of more examples on AWGN denoising and real-world image denoising.

See Fig. 1 – 6.
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Figure 1. Visual results of removing AWGN of noise level σ = 25 on an example image from Set68.
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Figure 2. Visual results of removing AWGN of noise level σ = 50 on an example image from Set68.
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Figure 3. Visual comparison of the results from different methods when denoising an example image from SIDD Validation.
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Figure 4. Visual comparison of the results from different methods when denoising an example image from SIDD Validation.
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Figure 5. Visual comparison of the results from different methods when denoising an example image from SIDD Benchmark.
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Figure 6. Visual comparison of the results from different methods when denoising an example image from dataset CC.


