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ABSTRACT

Nonblind image deconvolution restores the clear image from a blurred one under a known
blur kernel, whose recent development has been boosted by supervised deep learning.
Motivated by the inaccessibility of ground-truth images for supervised learning in many
application domains, such as scientific imaging, this paper studies the unsupervised
knowledge transfer problem for nonblind image deconvolution, which aims at adapt-
ing a deep model pre-trained on a source domain, to a ground-truth-scare target domain
where image contents or blur kernels are distinct from that of the source domain. We
propose to conduct the knowledge transfer regarding both images and kernels, by lever-
aging the model being adapted itself to generate pairs of a pseudo ground-truth image
and a blurred image for self training. The proposed method neither accesses source-do-
main data, which avoids privacy issues, nor accesses target-domain ground-truths, which
avoids ground-truth collection. Its effectiveness is demonstrated with the experiments on
three deblurring tasks in different domains.

© 2022 Elsevier Ltd. All rights reserved.

1. Introduction

Given a blurred image Y generated by a blur kernel K, non-
blind image deconvolution (NID) recovers the latent image X
from the following ill-posed linear system:

Y = K ⊗ X + N, (1)

where N is the image noise often assumed to be Gaussian white,
and ⊗ denotes image convolution. Such a convolutional model
covers many types of image blurring. Thus, NID is an important
technique in image processing and serves as a critical module
for blind deblurring (Liu et al., 2018), with a broad spectrum of
applications ranging from hand-shake blur removal and micro-
scopic deconvolution to satellite imagery and remote sensing.
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The ill-posedness of (1) originates from both K and N, i.e.,
convolving with a blur kernel will weaken or erase the high-
frequency image parts in Fourier domain, and a naive inversion
on (1) will amplify the noise inevitably. Optimization-based
methods (Mignotte, 2008; Danielyan et al., 2011; Liu et al.,
2013; Quan et al., 2015; Mosleh et al., 2017; Zha et al., 2020;
Dong and Pan, 2021) address the ill-posedness by imposing cer-
tain statistical image priors on X. Their performance depends
on how well the priors fit latent images, whereas it is challeng-
ing to design universal image priors for various domains.

In recent years, neural networks (NNs) with deep learning on
paired blurred and clear images have emerged as a successful
approach for NID. Existing studies mainly focus on the design
of effective NN architectures for improving recovery accuracy
and generalization; see e.g. (Zhang et al., 2017a; Kruse et al.,
2017; Jin et al., 2017; Dong et al., 2019; Nan et al., 2020; Eboli
et al., 2020; Pronina et al., 2020; Quan et al., 2021; Dong et al.,
2021; Mou et al., 2022; Zhai et al., 2022).

No matter what kind of NN architectures is used, the suc-
cess of those methods relies on the accessibility of large-scale
datasets with ground-truth (GT) images. Nevertheless, acquir-
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ing GT images can be extremely difficult or even impractical in
many application domains such as scientific imaging. On those
domains (referred to as target domains), calling a model pre-
trained from another domain (referred to as source domain) is
likely to cause a dramatic performance drop, especially when
the images and blur kernels differ a lot between two domains.
It is highly desirable to have a method that can transfer a pre-
trained model on the source domain so that it performs well
on the target domain. This inspires us to study the unsuper-
vised model adaption problem for the knowledge transfer of
NID, where the target domain provides no GT images during
knowledge transfer. Considering that source-domain training
data is routinely unavailable due to privacy issues or transmis-
sion limitations, we further assume that the transfer process is
blind to (i.e., not accessing) any source-domain data.

In this paper, an unsupervised model adaption method for
knowledge transfer is proposed, which enables a model pre-
trained on a source domain to be effectively transferred to a tar-
get domain. This is done via a self-training task that utilizes the
model being adapted as the generator of “quasi” clear images in
the target domain, and the generated clear images are re-blurred
to form blurred/clear image pairs for self-learning. The idea be-
hind is that, a source-domain pre-trained model is likely to per-
form reasonably on the target domain, due to its function as a
NID solver, even when the two domains differ much from each
other. As a result, the target-domain images deblurred by the
source-domain model may contain reasonable high-frequency
components which can be used as the supervision for the NID in
the target domain for improving the performance of the model,
and the improved model may further provide better deblurred
images of target domain for better supervision.

In other words, we treat target-domain predictions from the
intermediately-trained NN as pseudo GT images and use them
with transform-based image augmentation and kernel augmen-
tation for continuous training and improvement. The self-
training only calls the pre-trained model without the need for
accessing the source-domain data during adaptation. Such a
feature differs from many knowledge transfer or domain adap-
tation methods in computer vision (Yuan et al., 2020; Deng
et al., 2021; Marnissi et al., 2022) and makes it applicable even
when source-domain training data is inaccessible.

The effectiveness of the proposed approach is demonstrated
with extensive experiments, where it successfully adapted five
representative source models pre-trained on natural image mo-
tion deblurring to deblurring Gaussian-blurred natural images,
microscopic imaging, and remote sensing imagery respectively,
with noticeable improvement achieved in terms of both quanti-
tative and qualitative results. The adapted models perform com-
petitively against those directly trained with a small number of
target-domain GT images. To our knowledge, this is one of the
very few works that studies the unsupervised knowledge trans-
fer problem for NID, with an effective solution provided.

2. Related Work

2.1. Deep Learning-based NID
Most existing deep learning-based methods for NID are su-

pervised, which leverage a deep NN as a blurry-to-clear map-

ping learned on paired blurred/clear images. These methods
have a particular focus on improving NN architectures. Ren
et al. (2018) connected an inversion NN with an artifact re-
moval NN to model the mapping from blurred images to the
latent ones. Vasu et al. (2018) proposed a deep NN that ensem-
bles multiple deblurred images obtained by a regularized in-
verse with different regularization weights. Dong et al. (2020)
proposed to run Wiener NID on the features generated by a deep
NN, with multi-scale progressive refinement. Deep unfolding
is a prominent approach to developing effective NNs for NID,
which translates an iterative NID solver to the alternation be-
tween an inversion process based on the images estimated by
previous iterations and a denoising process implemented by a
convolutional NN; see e.g. (Kruse et al., 2017; Zhang et al.,
2017a; Meinhardt et al., 2017; Zhang et al., 2017b; Dong et al.,
2019; Jin et al., 2017; Bigdeli et al., 2017; Gong et al., 2020;
Nan et al., 2020; Nan and Ji, 2020; Eboli et al., 2020; Chen
et al., 2021; Dong et al., 2021; Mou et al., 2022; Zhai et al.,
2022). Recently, there is an increasing trend to translate a reg-
ularized inverse of NID into a deep NN via replacing the regu-
larizer in the inverse by NN blocks; see e.g. (Gilton et al., 2020;
Pronina et al., 2020).

2.2. Unsupervised Knowledge Transfer for Image Recovery

There are only a few works on unsupervised knowledge
transfer or model/domain adaption for image recovery. Soh
et al. (2020) used low-resolution images as GTs and their re-
downsampled versions as input for the self-training of super-
resolution. This method is based on scale recurrence of the
down-sampling process related to low-resolution images, which
is inapplicable to NID. Wang et al. (2021) and Shao et al. (2020)
used CycleGAN for super-resolution and dehazing respectively.
Such two methods are not for NID and they require the access
to the source-domain training data, which is inapplicable to the
blind setting adopted in our work. Barbano et al. (2021) pro-
posed a Bayesian NN for unsupervised knowledge transfer of
image reconstruction of medical images, but not applicable to
NID either. Gilton et al. (2021) studied the model adaption for
image recovery which focuses on the adaption to the test data
within the same domain, rather than the adaption to another do-
main. It is not effective when applied to NID, as observed in
our experiments.

3. Methodology

We first formulate the problem of unsupervised model adap-
tion. Following the notations in (1), we use

Ds
train := {(Ys

i , K
s
i , X

s
i )|Y

s
i = Ks

i ⊗ Xs
i + Ns

i }i (2)

to denote the training data in source domain with GT images
available. The source model pre-trained on Ds

train is denoted by

Mθ : (Y, K)→ X, (3)

where θ encodes the pre-trained NN’s parameters. Let

Dt := Dt
train ∪ Dt

test{(Y
t
j, K

t
j)|Y

t
j = Kt

j ⊗ Xt
j + Nt

j} j (4)
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Figure 1. Illustration of unsupervised knowledge transfer by model adap-
tation for NID.

denote the data in target domain without GT images. The
Dt

train,D
t
test denote the training and test datasets, respectively.

Recall that convolving with a blur kernel is about attenuating
the Fourier coefficients in high frequency bands. The attenu-
ation patterns are statistically different among different types
of blur kernels. Accordingly, the noise and artifacts generated
in the inversion steps during deconvolution are also statistically
different among different blur kernel types. In general, a model
trained on specific noise/artifact types cannot generalize well
on another type. Therefore, when the blur kernels differ much
between the source and target domains, the source model will
fail to perform well in the target domain. In addition, when
there are statistical differences in image patterns between two
domains, the image priors encoded in the source model do not
fit well the images in the target domain, and the source model
will not work well either.

The unsupervised model adaptation (knowledge transfer)
task to study in this paper is illustrated in Figure 1, which aims
at transferring Mθ to a new model Mψ via parameter adjust-
ment based on Dt

train:

Knowledge Transfer : (θ,Mθ)→ (ψ,Mψ), (5)

so that Mψ works well on Dt
test. Due to the non-existence of

GT images in Dt, such an adaptation task is very challenging
particularly when image contents or blur kernels are structurally
distinct between the source domain and target domain.

Considering source-domain data may be unavailable due to
privacy issues or transmission limitations in many scenarios, we
further assume the proposed approach is blind to source-domain
data Ds

train and only the source modelMθ is available for adap-
tation. In the proposed approach, the unsupervised model adap-
tation and knowledge transfer of NID is done by fine-tuningMθ

via the self-training loss below:

L(ψ|Dt) := E(Ỹ,K̃)∼Dt,Ñ∼N ,T1,T2∼T

∥∥∥∥∥T1

(
Mψ(Ỹ, K̃)

)
−

Mψ

(
T2(K̃) ⊗ T1

(
Mψ(Ỹ, K̃)

)
+ Ñ,T2(K̃)

)∥∥∥∥∥2
F
,

(6)

where Ñ is the simulated noise set to Gaussian white with noise
level randomly drawn from the range of noise levels in the
target-domain data, and T is a set of transforms for augmenta-
tion which includes rotations of 0◦, 90◦, 180◦, 270◦ respectively
as well as horizontal and vertical reflections. See

While the lossL looks a bit complicated at the first glance, its
basic idea is not complicated. Suppose we omit the transforms

T1,T2 by simply setting them to identity mappings and define
X′ =Mψ(Ỹ, K̃). Then, training with L is to encourage that

Mψ(K̃ ⊗ X′ + Ñ) ≈ X′. (7)

It can be seen that the modelM is applied to the target-domain
samples (Ỹ, K̃). Then we use the output X′ to simulate a target-
domain blurred image using the kernel K̃ in the target domain,
and use X′ as the supervision for trainingM. SinceM has been
well trained for deblurring in the source domain, it is likely to
output a relatively clear image in the target domain at the first
few iterations, and it can become better and better along the it-
erations, leading to a good adaptation of the model. The trans-
forms T1,T2 act as data augmentation for the self-supervised
training for improvement.

The proposed loss can also be viewed as a cycle data consis-
tency loss with augmentations. Consider the plain data consis-
tency loss ‖Ỹ−K⊗Mψ(Ỹ, K̃)‖2F, where the supervision is given
by a blurred image Ỹ with attenuated high-frequency compo-
nents. As a result, Mψ is not easy to learn how to restore the
high-frequency components of a sharp image. In comparison,
the proposed loss utilizes the augmented output image T1(X′)
of the pre-trained model as a latent sharp image to form paired
data for training. Since X′ is a recovered image which may
contain additional high-frequency components over Y, T1(X′)
may provide more effective supervision for the adaption w.r.t.
kernels T2(K̃).

We observed that even the quality of the deblurring results
of the target-domain images may be not high, the model be-
ing adapted by the proposed method could be continuously
improved along the adaption process. The reason is probably
that, a source-domain pre-trained model functions as a solver of
NID, which has reasonable performance on the target domain,
even if two domains contain much diversity. Thus, the esti-
mated high-frequency components of the target-domain images
deblurred by the source-domain model contains much useful in-
formation, which can be used to supervise the NID in the target
domain for improving the models’ performance. Then the im-
proved model may further provide better deblurred images of
target domain for better supervision.

4. Experiments

The evaluation is done by transferring a model trained on
natural image motion deblurring to three scenarios: natural
image deblurring with Gaussian kernels, microscopy decon-
volution with kernels from the Richards-Wolf (RW) optical
model (Pronina et al., 2020), and remote sensing deblurring
with kernels from the turbulence degradation model (Gao et al.,
2018). Regarding the source models, we select some represen-
tative NNs from recent studies, including

• FDN (Kruse et al., 2017): A deep NN for NID that un-
rolls a CNN-regularized FFT-based deconvolution process
with a simple yet effective boundary adjustment scheme to
alleviate the problematic circular convolution assumption.

• VEM (Nan et al., 2020): A deep NN constructed by un-
rolling a variational expectation maximization process of
a probabilistic model for NID.
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Table 1. Mean PSNR(dB)/SSIM results of source models and adapted models in three NID tasks. The “Diff-Ours” and “Diff-P&P” denote the performance
gain from the proposed adaptation method and the P&P method respectively.

Model
Gaussian deblurring Microscopy deconvolution Remote sensing deblurring

σ = 1% σ = 3% σ = 5% σ = 0.1% σ = 0.5% σ = 1% σ = 5% σ = 10% σ = 1% σ = 3% σ = 5%

FDN(S) 34.54/0.93 30.58/0.86 28.47/0.81 39.87/0.94 38.35/0.92 37.17/0.90 33.42/0.83 30.41/0.74 28.13/0.76 26.64/0.71 25.93/0.69
FDN(A) 35.51/0.94 31.92/0.89 30.11/0.86 40.22/0.94 38.97/0.92 37.97/0.91 34.55/0.86 32.65/0.82 28.13/0.77 26.75/0.71 26.08/0.69

Diff-Ours 0.97/0.01 1.34/0.03 1.64/0.05 0.35/0.00 0.62/0.00 0.80/0.01 1.13/0.03 2.24/0.08 0.00/0.01 0.11/0.00 0.15/0.00
Diff-P&P 0.29/0.00 0.33/0.01 0.31/0.02 0.05/0.00 0.10/0.00 0.22/0.00 0.21/0.01 0.22/0.02 -0.02/0.00 0.02/0.00 0.02/0.00

VEM(S) 35.06/0.93 30.42/0.85 28.11/0.78 37.52/0.90 36.51/0.87 36.06/0.88 32.19/0.80 27.01/0.63 27.87/0.74 25.63/0.63 23.83/0.54
VEM(A) 35.99/0.94 32.18/0.89 30.19/0.85 39.81/0.93 39.08/0.93 38.31/0.92 35.08/0.87 33.03/0.84 28.14/0.76 26.75/0.70 26.00/0.66
Diff-Ours 0.93/0.01 1.76/0.04 2.08/0.07 2.29/0.03 2.57/0.06 2.25/0.04 2.89/0.07 6.02/0.21 0.27/0.02 1.12/0.07 2.17/0.12
Diff-P&P 0.27/0.00 0.43/0.01 0.42/0.02 0.38/0.01 0.46/0.02 0.61/0.01 0.53/0.02 0.58/0.03 0.05/0.01 0.27/0.02 0.64/0.04

USRNet(S) 35.55/0.94 31.77/0.88 29.12/0.81 38.55/0.92 38.44/0.92 37.98/0.92 34.52/0.86 31.72/0.80 27.77/0.75 26.00/0.67 24.79/0.62
USRNet(A) 35.85/0.94 32.24/0.89 30.31/0.85 39.10/0.93 38.70/0.93 38.07/0.92 35.08/0.88 33.24/0.84 28.15/0.77 27.00/0.72 26.23/0.69
Diff-Ours 0.30/0.00 0.47/0.01 1.19/0.04 0.55/0.01 0.26/0.01 0.09/0.00 0.56/0.02 1.52/0.04 0.38/0.02 1.00/0.05 1.44/0.07
Diff-P&P 0.08/0.00 0.09/0.00 0.24/0.01 0.09/0.00 0.03/0.00 0.01/0.00 0.10/0.01 0.13/0.01 0.07/0.01 0.23/0.02 0.42/0.02

CPCR(S) 34.90/0.93 30.01/0.81 25.16/0.59 38.78/0.92 37.83/0.91 37.00/0.90 25.52/0.43 20.75/0.23 27.32/0.75 25.76/0.66 22.18/0.45
CPCR(A) 35.25/0.94 31.72/0.89 30.10/0.83 40.15/0.93 39.09/0.93 38.03/0.92 34.80/0.85 32.90/0.80 27.69/0.76 26.59/0.70 26.00/0.67
Diff-Ours 0.35/0.01 1.71/0.08 4.94/0.24 1.37/0.01 1.26/0.02 1.03/0.02 9.28/0.42 12.15/0.57 0.37/0.01 0.83/0.04 3.82/0.22
Diff-P&P 0.08/0.00 0.40/0.02 0.97/0.07 0.26/0.00 0.24/0.01 0.29/0.01 1.85/0.11 1.19/0.11 0.06/0.00 0.19/0.01 1.14/0.07

DWDN(S) 35.89/0.94 32.53/0.90 30.73/0.87 38.94/0.91 38.29/0.91 37.54/0.90 34.67/0.86 32.64/0.84 28.04/0.76 26.78/0.72 26.06/0.69
DWDN(A) 35.90/0.95 32.56/0.91 30.79/0.88 40.72/0.94 39.47/0.93 38.44/0.92 35.16/0.87 33.41/0.85 28.42/0.77 26.95/0.72 26.22/0.69
Diff-Ours 0.01/0.01 0.03/0.01 0.06/0.01 1.78/0.03 1.18/0.02 0.90/0.02 0.49/0.01 0.77/0.01 0.38/0.01 0.17/0.00 0.16/0.00
Diff-P&P -0.02/0.00 -0.01/0.00 0.00/0.00 0.26/0.01 0.18/0.01 0.26/0.01 0.08/0.00 0.05/0.00 0.08/0.00 0.03/0.00 0.04/0.00

• USRNet (Zhang et al., 2020): an unrolling-based deep NN
for image super-resolution which is also applicable to NID
by setting downsampling ratio to 1.

• CPCR (Eboli et al., 2020): A deep that unrolls the lin-
ear regularized least-squares model of NID using half-
quadratic splitting, with Richardson fixed-point iterations
pre-conditioned by approximate inverse filters being used
for the least-squares updates.

• DWDN (Dong et al., 2020): A deep NN that incorpo-
rates Winier-filter-based deconvolution into the interme-
diate feature processing.

These methods which have diversity among their NN structures.
For all methods except DWDN, we use their released models
on natural image motion deblurring pre-trained on BSDS500,
using motion kernels of (Arbelaez et al., 2010) and white Gaus-
sian noise (WGN) with standard deviation in [ 1

255 ,
14
255 ]. For

DWDN, we use its code for pre-training on the same setting.
Throughout the experiments, model adaptation is done with

the same manner: The Adam optimizer is used with the learning
rate of 1e−4 and 600 iterations. We use “Model(S)” to denote
the source model directly applied to the target domain, while
using “Model(A)” to denote the unsupervisedly-adapted model.
Data augmentation using T is also applied to each image and
each kernel in Dt

train, in addition to the training loss L. The re-
sults are summarized in Table 1. For comparison, we select the
P&P method (Gilton et al., 2021) as the baseline, which is de-
signed for the adaption to same-domain data rather than cross-
domain data. Quantitative results are summarized in Table 1,
with performance gain (denoted by “Diff”) listed for facilitat-
ing the comparison.

4.1. Performance Evaluation
4.1.1. Adaptation to Gaussian deblurring of Natural Images

We follow (Nan et al., 2020) for preparing the target-domain
data. Random cropping is applied to the BSDS500 dataset (Ar-
belaez et al., 2010) to generate 1500 sharp images of size
256 × 256 as GTs. Then we generate 50 Gaussian kernels with
the size and standard deviation uniformly sampled from [5,25]
and [0.5,3.5] respectively. The blurred images are generated by
first convolving each sharp image with one randomly-picked
blur kernel and then corrupting it using WGN with standard de-
viation randomly chosen from [ 1

255 ,
14
255 ]. In other words, there

is only one blurred version for each shape image, which can
better simulate realistic scenarios.

The Levin et al.’s dataset (Levin et al., 2011) is used for test.
The blurred images are generated by first convolving each sharp
image with the five Gaussian-like kernels from (Danielyan
et al., 2011) respectively and then adding WGN with standard
deviation σ = 1%, 3%, 5% respectively. The results listed
in Table 1 show that the adaptation does bring improvement.
However, the performance gain varies across different models
and different noise levels. It is very little for DWDN but notice-
able for VEM. The improvement of CPCR is small for σ = 1%
but significant for σ = 5%. See Figure 2 for a visual inspection.
Note that without a specific scheme for cross-knowledge trans-
fer, the models adapted by “P&P” show inferior performance to
the ones adapted by the proposed method.

4.1.2. Adaptation to Microscopic Deconvolution
Following Pronina et al. (2020), the cell segmentation

dataset (Al-Kofahi et al., 2018) and fluorescence microscopy
dataset (Zhang et al., 2019) are used to generate 975 noisy
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Figure 2. Visual results of selected source/adapted models on Gaussian deblurring, microscopy deconvolution, and remote sensing imagery.



6

blurred images for adaptation, using 25 optical kernels
and WGN with standard deviation randomly selected from
{0.1%, 0.5%, 1%, 5%, 10%}. To be realistic, we ensure each
blurred image in training corresponds to a different latent im-
age. For evaluation, we generate 1150 blurred images by ap-
plying 5 blur kernels (different from the ones in adaptation) to
230 latent images, and then add WGN with standard deviation
σ = 0.1%, 0.5%, 1%, 5%, 10% respectively.

The results in Table 1 show the performance improvement
brought by the adaptation. Similar to the previous experiment,
the PSNR gain varies across different settings and different
models. The least one is 0.09dB on USRNet with σ = 1%,
while the biggest one is 12.15dB on CPCR with σ = 10%.
Interestingly, the DWDN which showed little improvement in
the previous experiment has noticeable PSNR gain this time.
We also note that the overall improvement in this experiment is
larger than that in the previous one. This is because, in micro-
scopic deconvolution, both images and kernels differ between
the source and target domains, while in Gaussian natural image
deblurring only the kernels differ from the source-domain ones.
It is worth mentioning that, the source models are pre-trained
on the noise levels from [ 1

255 ,
14
255 ]. When dealing with stronger

noise (σ = 10%), those source models perform much worse, as
shown in the quantitative results in Table 1 and the qualitative
results in Figure 2. After adaptation, the models can handle a
wider range of noise levels, i.e. [0.1%, 10%]. Again, the mod-
els adapted via “P&P” are worse than those via the proposed
method, specially in the high noise level i.e. 10%. All above re-
sults clearly demonstrated the benefits of the proposed method.

4.1.3. Adaptation to Remote Sensing Imagery
Following Gao et al. (2018), 700 remote sensing images of

airplanes, baseball diamonds, beaches, buildings, dense resi-
dential, storage tanks and tennis courts selected from the Land-
Use dataset (Yang and Newsam, 2010) are used to construct the
target-domain data for training (570 images) and test (130 im-
ages). The turbulence degradation model (Gao et al., 2018) is
used to randomly generating 30 blur kernels, with 25 for train-
ing and 5 for testing. The blurred images for training are gener-
ated by convolving the sharp ones by one of the 25 kernels and
then corrupted by WGN with standard deviation sampled from
[ 1

255 ,
14
255 ]. The blurred images for test are generated by convolv-

ing each sharp image with 5 testing kernels respectively and
then adding WGN with standard deviation σ = 1%, 3%, 5%.

From the results presented in Table 1 we can come to simi-
lar conclusions with the ones in previous experiments: perfor-
mance gain can be achieved by the adaptation but varies a lot.
The overall performance gain is smaller than that in microscopy
deconvolution, which is probably due to the relatively-small do-
main gap in this experiment. Even that, the models adapted by
the proposed method show noticeably better performance than
that adapted by P&P. See also Figure 2 for a visual comparison,
where the adaptation improves the visual quality noticeably.

4.2. Behavior Analysis
4.2.1. Performance versus Iteration Number

Table 1 has demonstrated the effectiveness of the proposed
method in unsupervised knowledge transfer of NID models.

For further analysis, Figure 3 shows the mean PSNR value of
the recovered images in the target domain versus the number of
iterations during the model adaption of CPCR and VEM, recep-
tively. It can be seen that for both the models, their performance
in terms of PSNR is increased rapidly in the first 100 itera-
tions, and afterward the performance increase becomes slower
but steady. After 700 iterations, the PSNR performance tends to
saturate. In other words, the proposed model adaption scheme
can lead to effective and fast performance improvement of the
model in target domain.

Recall that there is no explicit regularization incorporated
in the proposed loss (6) and thus early stopping is expected
for avoiding overfitting. But interestingly, as seen in Fig-
ure 3, the performance of the adapted models has no noticeable
change after many iterations. One probable reason is that the
transform-based augmentations on images and kernels induces
certain implicit regularization to training which prevents over-
fitting, as we empirically observed noticeable performance drop
along the iteration when no augmentations are used in the loss.
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Figure 3. PSNR curves versus number of iterations during model adaption.

4.2.2. Time Cost
Table 2 lists the computing time of the adaption process for

different models in three applications. It can be seen that the
computational cost of the proposed adaption method is close to
that of P&P and acceptable in practice.

Table 2. Computing time (mins) of P&P (first value) and proposed method
(second value) for different models in three applications with noise level
σ = 1%, tested on a NVIDIA GTX 1080Ti GPU.

Applications FDN VEM USRNet CPCR DWDN

Natural images 8.2/8.3 10.4/10.5 12.5/12.7 13.9/14.2 10.1/10.3
Microscopy 9.8/10.4 10.8/11.0 11.9/12.8 14.5/15.8 10.1/10.4

Remote sensing 8.0/8.2 9.8/10.1 11.7/12.6 13.6/14.0 8.9/9.3

4.3. Ablation Studies and Comparison to Supervised Training

We remove two key parts in the proposed method, i.e., the
augmentation transform T1,T2 by setting to an identity map-
ping respectively. The results listed in Table 3, denoted by “w/o
T1” and “w/o T2”, show that both of them play important roles,
and T1 on images leads to more PSNR gain than T2 on kernels.
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A further analysis is conducted via the comparison to super-
vised training. We simulate the oracle case where the target do-
main contains GT images and then train the supervised models
on the target domain, which are denoted by ”Model(TI,TK)”.
The results on microscopy deconvolution are listed in Table 3.
We also include the WF model (Pronina et al., 2020) super-
visedly trained on the dataset for comparison. Surprisingly,
by transferring source-domain knowledge, the adapted mod-
els even outperform the target-domain supervised models when
σ = 1%. This is probably due to the overfitting of supervised
models on the small data size in the target domain. In contrast,
the adapted models can exploit both source-domain and target-
domain training data, which alleviates overfitting.

Further, we use source-domain images and target-domain
kernels for supervised training without model adaptation. We
generate the blurred natural images using the clear images in
BSDS500 and the kernels and noise settings in microscopic de-
convolution. This yields many blurred/clear training pairs. The
resulting models are denoted by ”Model(SI,TK)”. See Table 3
for the results, where such a supervised training yields notice-
ably worse results than our adaptation.

Table 3. Quantitative results in comparison to baselines and supervised
training in terms of mean PSNR(dB)/SSIM on microscopic deconvolution.
Best results among all compared models in each setting are boldfaced.

Model σ = 1% σ = 5% σ = 10%

VEM(S) 36.06/0.88 32.19/0.80 27.01/0.63
VEM(A) 38.31/0.92 35.08/0.87 33.03/0.84

VEM(A) w/o T1 37.88/0.91 34.46/0.86 32.22/0.83
VEM(A) w/o T2 37.94/0.91 34.79/0.86 32.54/0.84

VEM(SI,TK) 37.92/0.92 34.49/0.87 31.75/0.81
VEM(TI,TK) 38.44/0.92 35.18/0.88 33.23/0.84

DWDN(S) 37.54/0.90 34.67/0.86 32.64/0.84
DWDN(A) 38.44/0.92 35.16/0.87 33.41/0.85

DWDN(A) w/o T1 37.82/0.90 34.84/0.87 33.13/0.84
DWDN(A) w/o T2 37.98/0.90 34.99/0.87 33.21/0.84

DWDN(SI,TK) 37.77/0.80 34.83/0.87 33.11/0.83
DWDN(TI,TK) 38.01/0.92 35.28/0.88 33.55/0.85

WF 37.81/0.92 34.58/0.87 32.60/0.84

5. Conclusion

This work developed an unsupervised scheme for adapting an
NID model trained on one domain to another so as to improve
the performance. Such a scheme does not require any GT image
in the target domain, while showing effectiveness in the exper-
iments. It has values for practical applications and may inspire
other model adaption techniques for image processing. In fu-
ture, we will give further theoretical and experimental analysis
to our approach and seek further improvement.
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