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I. DETAILS OF RCAB

See Fig. 1 for the structure of the Residual Channel Atten-
tion Block (RCAB [1]). The input feature is sequentially fed
into the layer normalization (LayerNorm), a 3×3 convolution,
an activation function (LeakyReLU), a 3×3 convolution and a
squeeze-and-excitation (SE [2]) module, The output feature is
combined with the pristine input feature via a skip connection.
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Fig. 1: Architecture of RCAB. (a) The structure of RCAB. (b) The architecture of SE.

The SE applies the channel attention mechanism. Let Z ∈
RW×H×C denote the input feature of SE. SE makes use of
a global average pooling operation on Z to generate channel-
wise statistics S ∈ R1×1×C . Formally, the processing in the
SE can be expressed as:

Ẑ = Z � F(S), (1)

where F consists of a stack of 1× 1 convolution and activation
function, generating the excitation of each channel.

II. MORE VISUAL COMPARISONS
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Fig. 2: Visual comparison of results on synthesized images (1st row, from NKS dataset
and 2nd row, from SPS dataset) and natural images (3rd row, from RTV).

III. MORE ANALYSIS ON NETWORK DESIGN

We experiment with varying the network depth by adding
extra EBs and DBs, examining the impact on performance.
The results in Table I show only a marginal improvement as
MGPNet is deepened, primarily attributed to that the scale be-
comes very coarse with additional EBs and DBs. Conversely,
reducing the number of EBs and DBs significantly degrades
the performance, underscoring the crucial role of multi-scale
processing in image smoothing.

TABLE I: Impact of network depth on performance of MGPNet.

depth PSNR(dB) SSIM #Parameters(M)

2 33.42 0.9440 1.19
3 34.26 0.9477 3.72
4 34.45 0.9487 6.32

We conduct a more in-depth analysis of the network design
by varying the number of GPBs. Table II presents the results
of this study on the SPS test set. More (less) GPBs leads
to certain performance increase (decrease) in PSNR. In terms
of SSIM, the performance does not change noticeably when
reducing the number of GPBs a bit, but becomes worse when
more GPBs are added, possibly due to overfitting.

TABLE II: Influence of number of GPBs on performance of MGPNet.

#GPBs PSNR(dB) SSIM #Parameters(M)

1 33.88 0.9477 1.94
2 34.26 0.9477 3.72
3 34.30 0.9472 5.50

IV. COMPARISON WITH TRANSFORMER-BASED METHODS

We include Uformer [3], a state-of-the-art transformer-based
model for general image processing for performance compar-
ison, which is trained on the same data as our MGPNet. See
Table III for the result. The MGP-Net outperforms Uformer-
T in terms of both PSNR and SSIM with significantly fewer
parameters.

TABLE III: Quantitative comparison on transformer-based model and our MGPNet.

Method SPS NKS #ParamsPSNR SSIM PSNR SSIM

Uformer-T 33.55 0.9420 35.29 0.9359 5.23
MGP-Net 34.26 0.9477 35.55 0.9467 3.72
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